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Abstract: Information theoretical learning is inspired by introducing information theory
ideas into a machine learning paradigm. Minimum error entropy is a principle of information
theoretical learning and provides a family of supervised learning algorithms. It is a substitu-
tion of the classical least squares method when the noise is non-Gaussian. Its idea is to extract
from data as much information as possible about the data generating systems by minimizing
error entropies. In this talk we will discuss some minimum error entropy algorithms in a re-
gression setting by minimizing empirical Renyi’s entropy of order 2. Consistency results and
learning rates are presented. In particular, some error estimates dealing with heavy-tailed
noise will be given.
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