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Abstract—A new sparse kernel model for spectral clustering is presented. This method is based on the incomplete Cholesky decomposition and can be used to efficiently solve large-scale spectral clustering problems. The formulation arises from a weighted kernel principal component analysis (PCA) interpretation of spectral clustering. The interpretation is within a constrained optimization framework with primal and dual model representations allowing the clustering model to be extended to out-of-sample points. The incomplete Cholesky decomposition is used to compute low-rank approximations of a modified affinity matrix derived from the data which contains cluster information. A reduced set method is also presented to compute efficiently the cluster indicators for out-of-sample data. Simulation results with large-scale toy datasets and images show improved performance in terms of computational complexity.

I. INTRODUCTION

Spectral clustering methods [1], [2], [3], [4] correspond to relaxations of graph partitioning problems that are generally NP-hard. This family of techniques are known to perform successfully in difficult cases where classical clustering methods fail. An undirected graph is formed, where the vertices correspond to the data points and the edges have an associated weight measuring the affinity between each pair of points. The relaxed solutions can be obtained from the eigenvectors of the affinity matrix which contains pairwise similarities of the data. The simplest case consists of partitioning the graph into two disjoint subsets and the relaxed solution corresponds to a particular eigenvector. However, converting relaxed solutions to clusters when more than two groups are required is not straightforward and several approaches have been proposed [1], [5], [6], [7].

Spectral clustering is typically performed only on training data without clear extensions to new points. Approximation techniques based on the Nyström method have been devised to overcome this problem [8]. A different view on spectral clustering based on weighted kernel PCA was discussed in [9], [10]. These formulations link spectral clustering with kernel PCA via primal/dual insights in a constrained optimization framework typical of least squares support vector machines (LS-SVMs) [11], [12]. One of the main advantages of this interpretation is the possibility to extend the clustering to new points (also called out-of-sample points) via projections onto the eigenvectors. For large scale problems, the cost of storing and computing an eigendecomposition of the affinity matrix can be prohibitive. Another issue is that the cluster indicators are obtained through dense kernel expansions in which every training point contributes.

The incomplete Cholesky decomposition [13], [14] produces a low-rank approximation of a symmetric positive semidefinite matrix and has been used to reduce the computational burden of interior point methods in support vector machines (SVMs) [15] and kernel-based contrast functions for independent component analysis (ICA) [16], [17], [18].

In this paper, we propose a sparse kernel model for spectral clustering using the incomplete Cholesky decomposition. This sparse model is an extension of [10] and aims at approximating the eigenvectors of the modified affinity matrix by solving a smaller eigenvalue problem. The cluster indicators for out-of-sample points are also approximated via a reduced set method. This reduction allows the kernel model to handle large-scale data.

This paper is organized as follows: Section II contains a review of existing spectral clustering techniques. In Section III, we describe the multiway spectral clustering algorithm discussed in [10]. In Section IV, we propose a method to compute approximated eigenvectors and a method to efficiently compute cluster indicators for out-of-sample points using the incomplete Cholesky decomposition. Section V contains the empirical results and in Section VI we give conclusions.

II. MULTIWAY SPECTRAL CLUSTERING

A. Preliminaries

In graph theory, a set of training data points \( D = \{x_i\}_{i=1}^N \), \( x_i \in \mathbb{R}^d \) and a similarity (also called affinity) measure \( a_{ij} \in \mathbb{R}^+ \) between each pair of points \( x_i \) and \( x_j \) define an undirected graph if the similarity measure is symmetric \( a_{ij} = a_{ji} \). The vertices of the graph are represented by the data points and the weight of the edges is determined by \( a_{ij} \). A classical problem is then to split the graph into two disjoint parts by cutting edges with low weight. This problem is called graph bipartitioning and it has been studied in [19], [2]. Several cut criteria have been proposed to obtain meaningful partitions of the graph. Typical criteria include the normalized cut \( NCut \) [1] and the ratio cut \( RCut \) [20].

The degree of the \( i \)-th vertex is the sum of the edge weights connected to it:

\[
\deg_i = \sum_{j=1}^N a_{ij},
\]

the degree matrix \( D \) can then be defined as the diagonal matrix \( D = \text{diag}(\deg_1, \ldots, \deg_N) \). The problem of minimizing...
the normalized cut criterion can be written as [1]:

$$\min_q \frac{q^T L q}{q^T D q}$$  \hspace{1cm} (1)

such that \( q \in \{-c_1, 1\}^N \)

where \( L = D - A \) is the graph Laplacian, \( A \) is the similarity matrix with \( ij \)-entry \( A_{ij} = a_{ij} \), \( q \) is a clustering indicator vector and \( c_1 \) is a constant that depends on the number of data points assigned to each partition.

Minimizing the normalized cut is NP-hard. However, approximate solutions can be found by relaxing the discrete constraint on \( q \). Letting \( q \) take real values, the relaxed solution is the eigenvalue corresponding to the second smallest eigenvalue (called the Fiedler vector) of the following problem:

$$L \tilde{q} = \nu D \tilde{q}$$

where \( \tilde{q} \in \mathbb{R}^N \) and \( \tilde{q}^T \tilde{q} = 1 \). The Fiedler vector \( \tilde{q}^* \) can be binarized to obtain the clustering indicators:

$$\tilde{q}^* = \text{sign}(\tilde{q}^* - \theta)$$

where \( \theta \) is a threshold to be determined.

**B. Markov Random Walks**

A random walk on a graph consists of random jumps from vertex to vertex. Many properties of spectral clustering methods can be expressed in terms of a transition matrix \( P \) obtained by normalizing the affinity matrix such that its rows sum to 1. The \( ij \)-th entry of \( P \) represents the probability of moving from node \( i \) to node \( j \) in one step. This transition matrix can be defined as \( P = D^{-1}A \). The corresponding eigenvalue problem becomes

$$P \tilde{\xi} = \tilde{\xi}$$

The eigenvectors of \( P \) are identical to the eigenvectors of the \( \text{NCut} \) algorithm and the eigenvalues are related by \( \tilde{\xi}_i = 1 - \nu_i, i = 1, \ldots, N \) [9]. Therefore, the Fiedler vector in this case corresponds to the eigenvector with second largest eigenvalue. Maximizing the random walks algorithm can be interpreted as finding a partition of the graph in such a way that the random walk remains most of the time in the same cluster with few jumps to the other cluster.

**C. The k-way NCut Relaxation**

A more general problem is the so called k-way partitioning problem. Instead of partitioning the graph into two sets, \( k \)-way cuts aim to split the graph into \( k \) disjoint sets \( A_1, \ldots, A_k \) with \( A_1 \cap A_2 \cap \ldots \cap A_k = \emptyset \) and \( A_1 \cup A_2 \cup \ldots \cup A_k = \mathcal{D} \).

Consider \( f_l \in \{0, 1\}^N \) as the cluster indicator vector for the \( l \)-th cluster such that \( f_l \) has a 1 in the entries corresponding to the data points in the \( l \)-th cluster. The cluster indicator matrix becomes \( F = [f_1, \ldots, f_k] \in \{0, 1\}^{N \times k} \). Hence, the \( k \)-way \( \text{NCut} \) can be expressed as [21]:

$$\text{NCut}(A_1, \ldots, A_k) = k - \sum_{l=1}^{k} \left( f_l^T W f_l / f_l^T D f_l + \frac{f_l^T W f_k}{f_l^T D f_l} \right)$$

Defining

$$g_l = \frac{D_l^{1/2} f_l}{||D_l^{1/2} f_l||_2}, l = 1, \ldots, k$$

and \( G = [g_1, \ldots, g_k] \) leads to

$$\text{NCut}(A_1, \ldots, A_k) = k - \text{tr}(G^T \hat{L} G)$$

where \( \hat{L} \) is the normalized Laplacian defined as \( \hat{L} = D^{-1/2} A D^{-1/2} \) and \( G^T G = I_k \). Therefore, the matrix \( G \) that minimizes the \( k \)-way \( \text{NCut} \) can be found by maximizing the trace of \( G^T \hat{L} G \).

$$\arg \max_{G} \text{NCut}(A_1, \ldots, A_k) = \arg \max_{G} \text{Tr}(G^T \hat{L} G)$$

such that \( G^T G = I_k \).

This problem is NP-hard due to the fact that \( G \) only takes discrete values. Defining \( \hat{G} \in \mathbb{R}^{N \times k} \) as the relaxed clustering indicator matrix leads to the \( k \)-way \( \text{NCut} \) relaxation [21]:

$$\arg \max_{\hat{G}} \text{NCut}(A_1, \ldots, A_k) = \arg \max_{\hat{G}} \text{Tr}(\hat{G}^T \hat{L} \hat{G})$$

such that \( \hat{G}^T \hat{G} = I_k \).

This maximization problem is a special form of Fan’s theorem [22], [23], [24]. The optimal solution of the relaxed problem is given by:

$$\hat{G}^* = BR_2$$

where \( B = [b^{(1)}, \ldots, b^{(k)}] \in \mathbb{R}^{N \times k} \) is any orthonormal basis of the \( k \)-th principal subspace of \( \hat{L} \) and \( R_2 \in \mathbb{R}^{k \times k} \) is an arbitrary orthogonal matrix [22], [5]. In other words, the relaxed solution is contained in the eigenvectors corresponding to the \( k \) largest eigenvectors of the normalized Laplacian \( \hat{L} = D^{-1/2} A D^{-1/2} \) but the eigenvectors can have arbitrary rotations.

To obtain cluster indicators from the eigenvectors of the normalized Laplacian, several methods have been proposed. Typical approaches include recursive binary cuts [1], reclustering [1] and rounding [25]. The most used approach is reclustering which consists of applying \( k \)-means on the eigenvectors. This technique works well only if the clusters in the new space represented by the eigenvectors are spherical and well-separated.

**III. SPECTRAL CLUSTERING THROUGH WEIGHTED KERNEL PCA**

A multiway spectral clustering method with out-of-sample extensions was introduced in [10]. This spectral method is based on a weighted kernel PCA technique in which the clustering model can be extended to out-of-sample points. The formulation can be interpreted as an unsupervised version of multiclass LS-SVM models [11] and as a extension of [9]. Additional score variables are introduced as constraints and each score variable vector provides a binary clustering.
A. Multiway Formulation

Given training data \( D = \{ x_i \}_{i=1}^{N} \), \( x_i \in \mathbb{R}^d \) and the number of clusters \( k \), the following primal problem can be formulated [10]:

\[
\min_{w^{(l)}, e^{(l)}, b_l} \frac{1}{2N} \sum_{l=1}^{k-1} \gamma_l e^{(l)T} D^{-1} e^{(l)} - \frac{1}{2} \sum_{l=1}^{k-1} w^{(l)T} w^{(l)}
\]

such that

\[
\begin{align*}
& e^{(1)} = \Phi w^{(1)} + b_1 1_N \\
& e^{(2)} = \Phi w^{(2)} + b_2 1_N \\
& \vdots \\
& e^{(k-1)} = \Phi w^{(k-1)} + b_{k-1} 1_N \\
\end{align*}
\]

where \( e^{(l)} = [ e_1^{(l)}, e_2^{(l)}, \ldots, e_N^{(l)} ] \) is the compact form of the projected variables \( e_i^{(l)} = w_i^{(l)T} \varphi(x_i) + b_l, \varphi(\cdot): \mathbb{R}^d \to \mathbb{R}^{n_k} \) is the mapping to high-dimensional feature space (which can be infinite dimensional), \( \gamma_l \) are regularization parameters, \( b_l \) are bias terms and \( \Phi \) is the \( N \times n_k \) feature matrix:

\[
\Phi = \begin{bmatrix}
\varphi(x_1)^T \\
\varphi(x_2)^T \\
\vdots \\
\varphi(x_N)^T 
\end{bmatrix}
\]

\( i = 1, \ldots, N, l = 1, \ldots, k - 1 \). Each projected variables vector \( e^{(l)} \) (also called score variables) provides a binary clustering with cluster indicator \( q_l^{(i)} \):

\[
q_l^{(i)} = \text{sign}(e_i^{(l)}), \quad i = 1, \ldots, N, l = 1, \ldots, k - 1.
\]

The Lagrangian of this constrained optimization problem is:

\[
\mathcal{L}(w^{(l)}, e^{(l)}, b_l; \alpha^{(l)}) = \frac{1}{2N} \sum_{l=1}^{k-1} \gamma_l e^{(l)T} D^{-1} e^{(l)} - \frac{1}{2} \sum_{l=1}^{k-1} w^{(l)T} w^{(l)} - \sum_{l=1}^{k-1} \alpha_l \left( e^{(l)} - \Phi w^{(l)} - b_l 1_N \right)
\]

with Karush-Kuhn-Tucker (KKT) optimality conditions:

\[
\begin{align*}
\frac{\partial \mathcal{L}}{\partial w^{(l)}} &= 0 \Rightarrow w^{(l)} = \Phi^T \alpha^{(l)} \\
\frac{\partial \mathcal{L}}{\partial e^{(l)}} &= 0 \Rightarrow (\gamma_l / N) D^{-1} e^{(l)} \\
\frac{\partial \mathcal{L}}{\partial \alpha^{(l)}} &= 0 \Rightarrow 1_N^T \alpha^{(l)} = 0 \\
\frac{\partial \mathcal{L}}{\partial b_l} &= 0 \Rightarrow e^{(l)} = \Phi w^{(l)} + b_l 1_N,
\end{align*}
\]

for \( l = 1, \ldots, k - 1 \). The bias terms become:

\[
b_l = \frac{1}{1_N^T D^{-1} 1_N} 1_N^T D^{-1} \Omega \alpha^{(l)}, \quad l = 1, \ldots, k - 1.
\]

Eliminating the primal variables \( w^{(l)}, e^{(l)}, b_l \) leads to:

\[
\frac{\gamma_l}{N} M \Phi \Phi^T \alpha^{(l)} = \alpha^{(l)}
\]

where

\[
M = D^{-1} - \frac{1}{1_N^T D^{-1} 1_N} 1_N^T D^{-1} 1_N^T D^{-1}.
\]

Applying the kernel trick \( K(x_i, x_j) = \varphi(x_i)^T \varphi(x_j) \), and defining \( \lambda_l = N / \gamma_l \) leads to the following eigenvalue problem:

\[
M \Omega \alpha^{(l)} = \lambda_l \alpha^{(l)}, \quad j = 1, \ldots, k - 1
\]

where \( \Omega \) is the kernel matrix with \( ij \)-th entry \( \Omega_{ij} = K(x_i, x_j) \). The primal problem (2) is in general a non-convex problem therefore the KKT conditions are necessary but not sufficient. In this case, the eigenvectors of \( M \Omega \) are stationary points of the Lagrangian. Note that the matrix \( M \Omega \) is not symmetric but it is the product of two symmetric positive semidefinite matrices therefore its eigenvalues are real [13]. The projections of the training points onto the eigenvectors become:

\[
e_i^{(l)} = w_i^{(l)T} \varphi(x_i) + b_l = \sum_{j=1}^{N} \alpha_j^{(l)} K(x_i, x_j) + b_l,
\]

and the clustering indicators are given by (3).

In classical spectral clustering, the grouping is obtained only for training data with no clear extension to new points except for approximation schemes based on the Nyström method [8]. In the proposed approach, the clustering can be extended to new points due to the clear primal/dual model in an optimization framework. Given a set of \( N_{\text{test}} \) test points \( \{ x_i^{\text{test}} \}_{i=1}^{N_{\text{test}}} \), the score variables for these points become:

\[
z_i^{(l)} = w_i^{(l)T} \varphi(x_i^{\text{test}}) + b_l = \sum_{j=1}^{N} \alpha_j^{(l)} K(x_i^{\text{test}}, x_j) + b_l,
\]

and the cluster indicators are given by

\[
q_t^{(l)} = \text{sign}(z_i^{(l)}),
\]

\( l = 1, \ldots, k - 1, t = 1, \ldots, N_{\text{test}} \).

B. Encoding / Decoding

Once the eigenvectors \( \alpha^{(l)} \) have been computed, a codebook \( C = \{ c_p \}_{p=1}^{K} \) can then be obtained from the rows of the binarized eigenvector matrix \( \hat{A} = [ \hat{\alpha}^{(1)}, \hat{\alpha}^{(2)}, \ldots, \hat{\alpha}^{(k-1)} ] \) where \( \hat{\alpha}^{(l)} = \text{sign}(\alpha^{(l)}) \), \( l = 1, \ldots, k - 1 \). The codebook is formed by the \( k \) encodings (rows of \( \hat{A} \)) with most occurrences. For test data the cluster indicator matrix is \( \hat{Q} \in \{-1, 1\}^{N_{\text{test}} \times (k-1)} \) with \( tl \)-entry:

\[
\hat{q}_{tl} = \hat{q}_t^{(l)}, \quad l = 1, \ldots, k - 1, t = 1, \ldots, N_{\text{test}}.
\]

The decoding step consists of comparing the cluster indicators (\( i \)-th row of \( \hat{A} \) for training data, \( t \)-th row of \( \hat{Q} \) for test data) with respect to the codebook and selecting the nearest codeword in terms of Hamming distance. This procedure corresponds to the ECOC decoding [26].

IV. REDUCED SET SPECTRAL CLUSTERING VIA THE INCOMPLETE CHOLESKY DECOMPOSITION

For large-scale problems, the cost of storing the kernel matrix \( \Omega \) and computing the eigenvalue decomposition of \( M \Omega \) can be prohibitive. Moreover, the clustering indicators can be obtained through the score variables which are dense expansions of kernel evaluations. In this paper, we propose a method to compute the eigenvectors of \( M \Omega \) by solving a
reduced eigenvalue problem and a method to approximate clustering indicators via sparse expansions using a reduced set method. Both methods are based on the incomplete Cholesky decomposition.

A. The Cholesky Decomposition

A symmetric positive definite matrix $A \in \mathbb{R}^{N \times N}$ can be decomposed as $A = LL^T$ where $L \in \mathbb{R}^{N \times N}$ is a lower triangular matrix [13], [14]. This factorization is called the Cholesky decomposition and it is widely used for solving linear systems. If the matrix $A$ is positive semidefinite, it is still possible to compute an incomplete Cholesky decomposition where some columns of $L$ are zero. Symmetric permutations of $A$ (also called symmetric pivoting) are needed to ensure numerical stability of the decomposition [14]. Therefore, given an error threshold $\eta$, the incomplete Cholesky decomposition can be written as $A \approx GG^T, G \in \mathbb{R}^{N \times R}$ with $||A - GG^T||_2^2 \leq \eta$ and $R \leq N$. The $\eta$ parameter controls the rank of the approximation. For large values of $\eta$, the approximation gets worse and $R$ is small. If the eigenvalues of $A$ decay rapidly then incomplete Cholesky leads to small numerical error and $R \ll N$ [15]. This factorization has been used to decrease the storage requirement and computational complexity of interior point methods in SVMs [27] and to approximate contrast functions for ICA in an efficient way [18], [16], [17], [28].

B. Approximated Eigenvectors

Consider the incomplete Cholesky decomposition of $\Omega$:

$$\Omega \approx GG^T,$$

(11)

where $G \in \mathbb{R}^{N \times R}$, the singular value decomposition of $G$ gives:

$$G = ULV^T$$

(12)

where $U \in \mathbb{R}^{N \times R}$ is the matrix of left singular vectors, $\Lambda \in \mathbb{R}^{R \times R}$ is the diagonal matrix of singular values and $V \in \mathbb{R}^{N \times R}$ is the matrix of right singular vectors. Substituting (12) into (11) gives $\Omega \approx U \Lambda^2 V^T$. Hence, (6) can be written as

$$MUA^2U^T \alpha^{(l)} = \lambda_l \alpha^{(l)}, l = 1, \ldots, k - 1,$$

premultiplying by $U^T$ gives:

$$U^T MUA^2U^T \alpha^{(l)} = \lambda_l U^T \alpha^{(l)}$$

$$U^T MUA^2 \rho^{(l)} = \lambda_l \rho^{(l)}$$

(13)

where $\rho^{(l)} = U^T \alpha^{(l)}$ and $l = 1, \ldots, k - 1$. Note that (13) involves the eigendecomposition of a $R \times R$ matrix which can be much smaller than the $N \times N$ matrix in (6). This approximation scheme can also be applied to kernel PCA and to other spectral clustering techniques such as the normalized cut, the random walks model and the NJW algorithm [3].

C. Reduced Set Method

Note that the primal projection vectors $w^{(l)}$ are expressed in terms of dense kernel expansions:

$$w^{(l)} = \sum_{i=1}^{N} \alpha_i^{(l)} \varphi(x_i) = \Phi^T \alpha^{(l)}.$$

The objective of a reduced set method is to approximate $w^{(l)}$ by

$$\hat{w}^{(l)} = \sum_{m=1}^{N_s} \beta_m^{(l)} \varphi(\hat{x}_m) = \Psi^T \beta^{(l)}$$

where $l = 1, \ldots, k - 1$, $\Psi = [\varphi(\hat{x}_1^T); \ldots; \varphi(\hat{x}_{N_s}^T)], \Psi \in \mathbb{R}^{N_s \times n_k}$, $\beta = [\beta_1; \ldots; \beta_{N_s}]$ is the vector of reduced set coefficients, $R = \{\hat{x}_m \}_{m=1}^{N_s}$ is the reduced set and $N_s < N$. This scheme was used in [29] to approximate support vector decision rules for classification and in [30] to sparsify kernel PCA expansions. The reduced set problem consists of two subproblems: first, finding the reduced set coefficients $\beta$ and second finding the reduced set $R$. One approach to solve the first subproblem is to minimize the squared two-norm of the residuals with respect to $\beta^{(l)}$:

$$\min_{\beta^{(l)}} ||w^{(l)} - \hat{w}^{(l)}||_2^2 = \min_{\beta^{(l)}} w^{(l)^T} w^{(l)} - 2\hat{w}^{(l)^T} w + \hat{w}^{(l)^T} \hat{w}^{(l)}.$$

Using $w^{(l)} = \Phi \alpha^{(l)}$ and $\hat{w}^{(l)} = \Psi \beta^{(l)}$ gives:

$$\min_{\beta^{(l)}} \Phi \beta^{(l)^T} \alpha^{(l)} - 2 \beta^{(l)^T} \Psi \beta^{(l)} + \beta^{(l)^T} \Psi \beta^{(l)}$$

and applying the kernel trick leads to:

$$\min_{\beta^{(l)}} \alpha^{(l)^T} \Omega \alpha^{(l)} - 2 \beta^{(l)^T} \Omega \beta^{(l)} + \beta^{(l)^T} \Omega \beta^{(l)}$$

where $l = 1, \ldots, k - 1$, $\Omega^{\Phi}$ is a $N_s \times N$ matrix with $m$-th entry $\Omega^{\Phi}_{mn} = K(\hat{x}_m, x_n), m = 1, \ldots, N_s, l = 1, \ldots, N$ and $\Omega^{\Phi}$ is a $N_s \times N_s$ matrix with mn-th entry $\Omega^{\Phi}_{mn} = K(\hat{x}_m, \hat{x}_n), n = 1, \ldots, N_s$.

The first-order optimality condition

$$\frac{\partial ||w^{(l)} - \hat{w}^{(l)}||_2^2}{\partial \beta^{(l)}} = 0$$

gives:

$$\Omega^{\Phi} \beta^{(l)} = \Omega^{\Phi} \alpha^{(l)}$$

(14)

which is a linear system1 to be solved in $\beta^{(l)}, l = 1, \ldots, k - 1$. The second subproblem is automatically solved using the pivots found in the incomplete Cholesky decomposition of $\Omega$. The pivots represent the subset $R = \{\hat{x}_m \}_{m=1}^{N_s} \subset \mathcal{D}$ for which the mapped points $\varphi(\hat{x}_m)$ are linearly independent. In this case, the matrix $\Omega^{\Phi}$ is full rank and $N_s = R$.

The approximated score variables for training data be-

---

1 A different approach for sparse expansions was also mentioned in [30]. This approach uses $L_1$ shrinkage penalizers and the reduced set coefficients can be obtained by solving a QP problem.
come:
\[ e_i^{(l)} \approx \sum_{m=1}^{R} \beta_m^{(l)} K(x_i, \tilde{x}_m), i = 1, \ldots, N \]  
(15)
and for test data:
\[ z_t^{(l)} \approx \sum_{m=1}^{R} \beta_m^{(l)} K(x_t^{test}, \tilde{x}_m), t = 1, \ldots, N_{test}. \]  
(16)

D. Algorithm

An implementation of the proposed sparse approach is shown in Algorithm 1. Note that the symmetric matrix \( M \in \mathbb{R}^{N \times N} \) does not need to be stored. The \( ij \)-th entry of \( M \) is:
\[ M_{ij} = \begin{cases} -c_2/(\text{deg}_i \text{deg}_j) & \text{if } i \neq j \\ (\text{deg}_i - c_2)/\text{deg}_i^2 & \text{if } i = j \end{cases} \]
where \( c_2 = \sum_{j=1}^{N}(1/\text{deg}_j) \) and \( i, j = 1, \ldots, N \). Therefore in step 3, the rows of \( M \) are computed on demand to form the \( R \times R \) matrix \( U^TMU^2 \).

**Algorithm 1 Sparse Kernel Model for Spectral Clustering Using the Incomplete Cholesky Decomposition**

**Input:** Training set \( \{x_i\}_{i=1}^{N} \), positive definite kernel function \( K(x_i, x_j) \), number of clusters \( k \), Cholesky error tolerance \( \eta \), test set \( \{\tilde{x}_m\}_{m=1}^{N_{test}} \).

**Output:** Partition \( \Delta = \{A_1, \ldots, A_k\} \), approximated eigenvectors \( \alpha \), cluster codest \( C = \{c_p\}_{p=1}^{k}, c_p \in \{-1, 1\}^{k-1} \), reduced set \( \tilde{R} \).

1. Compute the incomplete Cholesky factor \( G \in \mathbb{R}^{N \times R} \) of the kernel matrix \( \Omega \) such that \( \|\Omega - GG^T\|_2 \leq \eta \) and obtain the reduced set \( \tilde{R} = \{\tilde{x}_m\}_{m=1}^{R} \) from the pivots.
2. Compute the left singular vectors \( U \) and the singular values \( \Lambda \) of \( G \).
3. Compute the eigenvectors \( \rho \) corresponding to the \( k-1 \) largest eigenvalues of \( U^TMU^2 \).
4. Obtain the approximated eigenvectors via:
\[ \alpha^{(l)} = U\rho^{(l)}, l = 1, \ldots, k-1. \]
5. Binarize the eigenvectors:
\[ \hat{\alpha}_i^{(l)} = \text{sign}(\alpha_i^{(l)}), i = 1, \ldots, N, l = 1, \ldots, k-1. \]
6. Let \( \hat{\alpha}_i \in \mathbb{R}^{k-1} \) be the encoding vector for the training data point \( x_i, i = 1, \ldots, N \).
7. Count the occurrences of the different encodings and find the \( k \) encodings with most occurrences. Let the codest be formed by these \( k \) encodings: \( C = \{c_p\}_{p=1}^{k}, c_p \in \{-1, 1\}^{k-1} \).
8. For all \( i \), assign \( x_i \) to \( A_{c_p} \), where \( p = \text{argmin}_pd_H(\hat{\alpha}_i, c_p) \) and \( d_H(\cdot, \cdot) \) is the Hamming distance.
9. Compute the approximated score variables \( z_t^{(l)} \) for test data using (16).
10. Compute \( \hat{z}_t^{(l)} \) using (9) and let \( \hat{\tilde{q}}_t \in \mathbb{R}^{k-1} \) be the encoding vector for the test data point \( x_t^{test}, t = 1, \ldots, N_{test}, t = 1, \ldots, k-1 \).
11. For all \( t \), assign \( x_t^{test} \) to \( A_{c_p} \), where
\[ p^* = \text{argmin}_pd_H(\hat{\tilde{q}}_t, c_p) \]

V. Empirical Results

In this section we report empirical results. The assessment of the clustering for the toy examples is done using the adjusted Rand index [31]. This external clustering performance measures the degree of mismatch between some known cluster indicators and the results of a clustering algorithm. The adjusted Rand index ranges from 0 in the case of complete mismatch to 1 in the case of a perfect match. All experiments were performed on an Intel Core Duo 2.0 GHz, 2 GB RAM in Matlab 7.5. We used the incomplete Cholesky routine described in [16] which computes efficiently the Cholesky factor.

A. Three Gaussian clouds in 3D

This experiment consists of three Gaussian clouds in a 3D space. The number of training point is equal to 6,000. The RBF kernel parameter \( \sigma^2 \) is fixed to 15. The Cholesky error tolerance \( \eta \) is fixed within the range \( 10^{-5} \leq \eta \leq 10^{-1} \). The adjusted Rand index between the approximated cluster indicators and the true labels is equal to 1 for the whole range. For \( \eta > 0.5 \), the adjusted Rand index starts to decrease (i.e. some points are assigned to the wrong Gaussian cloud).

The computation times with respect to \( \eta \) are shown in Figure 1. The dashed line corresponds to the full approach which is computing the eigendecomposition of (6) directly without approximations. The solid line shows the time spent to solve the proposed approach. Note that for \( \eta > 10^{-3} \) the reduction in time is more than one order of magnitude. Figure 2 shows the training points in gray and the reduced set points in black. The obtained reduced set size is \( R = 78 \) and the points are distributed on the outskirts of the clouds.

B. Large-scale intertwined spirals problem

This experiment consists of two intertwined spirals in 2D. The RBF kernel parameter was fixed to \( \sigma^2 = 0.5 \) and the

![Fig. 1. Three Gaussian clouds experiment. Computation times in seconds of the sparse approach (solid line) with respect to the Cholesky error tolerance \( \eta \). The dashed line corresponds to the full approach. The reduction in time is more than one order of magnitude for \( \eta > 10^{-3} \).](image_url)
Cholesky error tolerance to $\eta = 0.5$. The computation times of the proposed approach with respect to the number of data points are shown in Figure 3 and reduced set sizes in Table I. The proposed sparse approach takes about 8 hours to compute the approximated eigenvectors of the dataset when $N = 100,000$ and the obtained reduced set size is 261 points (0.21%). Figure 4 shows the clustering results for the given $\sigma^2$ and $N = 40,000$. The two spiral clusters are correctly detected. We did not perform comparisons with the full approach because in that case the matrix $M\Omega$ does not fit into memory.

C. Image Segmentation

For this experiment we use a $400 \times 280$ pixels image from the Berkeley image dataset [32]. The RBF kernel parameter was tuned using the model selection method described in [10]. This criterion uses validation data to select parameters in such a way that the projected variables are as collinear as possible for points in the same cluster. This geometrical property is linked with the piecewise constant property of the eigenvectors of some spectral clustering methods in the case of compact and well-separated clusters. The tuned parameter is $\sigma^2 = 0.15$. The image was subsampled to create training, validation and test set and each pixel is represented as a three-
dimensional vector with the levels of red, blue and green using 8 bits. The training set consists of a 200 × 140 pixels image therefore \( N = 28,000 \). The validation set is used to find the kernel parameters and the cluster indicators of the test sets are inferred using the out-of-sample extension. The Cholesky error tolerance \( \eta \) is fixed to \( 10^{-2} \) with an obtained reduced set of 124 pixels (99.6% sparseness). The total computation time was 403 seconds. Figure 5 shows the segmentation results. The clusters found are visually appealing.

VI. Conclusions

A new sparse kernel model for computing efficiently and approximating the solutions of spectral clustering problems is proposed. This method is based on the incomplete Cholesky decomposition and also allows the efficient computation of cluster indicators for out-of-sample points via a reduced set technique. The formulation is cast in an optimization framework where the eigenvectors of a modified affinity matrix are the dual solutions of a primal problem. The framework allows extending the clustering model to out-of-sample points. The proposed approximations can handle large-scale data with a reduced computational complexity and with similar performance compared to the original method without approximations. With the out-of-sample extension the clustering model can be trained, validated and tested in a learning framework. Simulations with large-scale toy datasets and images show the applicability of the proposed method.
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