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Abstract. In this paper we discuss the security of PMAC, a provably secure and parallelizable MAC scheme proposed by Black and Rogaway, and Michell’s TMAC variant, proposed to improve the security of TMAC. We show how to devise forgery attacks on PMAC and compare the success rate of our forgery attacks with their security bound. We also present forgery attacks on TMAC variant and show the security of TMAC variant is not improved in the sense of the forgery attack. Furthermore, key recovery attacks on PMAC and TMAC variant are presented in various parameters. Our results imply they have no significant advantage in comparison with other well-established MAC schemes.
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1 Introduction

A Message Authentication Code (MAC) scheme is a symmetric-key cryptosystem that is extensively used to protect a message from unauthorized alteration in internet security protocols and in banking applications. Generally, a MAC scheme consists of a tag generation algorithm (for a sender) and a tag verification algorithm (for a receiver). The tag generation algorithm takes as input a message \( M \), a secret key \( K \) and a nonce \( IV \), and returns a tag \( T \). The verification algorithm takes as input \( M, T, K \) and \( IV \), and returns a binary value indication whether or not the message/tag/nonce tuple is valid.

In the standard model of evaluating MAC security, there are two main kinds of practical attacks on MAC algorithms. One is a forgery attack in which an attacker tries to produce a message with a valid MAC without the knowledge of the secret key \( K \). The other is a key recovery attack in which an attacker tries to obtain the secret key used to generate MAC values. A successful key recovery attack also enables the construction of arbitrary numbers of forgeries.
PMAC [2], which uses a $k$-bit key and an arbitrary-bit length message, and outputs a $\tau$-bit tag, was proposed as a fully parallelizable alternative to CBC-MAC. It is provably secure under the assumption that the underlying $n$-bit block cipher is a pseudorandom permutation. More precisely, the upper bound on the advantage of a forgery attacker for PMAC is $\frac{(\sigma+1)^2}{2^n-1}$, where $\sigma = \sum_{i=1}^{q} \tau |M_i|^{-1}$ and $M_i$ are message queries. However, there is no known cryptanalytic result on PMAC, which quantifies the number of message queries with which the forgery attacker can break PMAC.

TMAC [11], which requires two keys, a $k$-bit key and a $n$-bit key, was proposed by Kurosawa and Iwata. It is a refinement of XCBC-MAC [4] with three different keys and attains a provable security as the EMAC [19] does. Recently, some researchers [21, 15, 8, 16] evaluated the security of TMAC. Among them, Mitchell [15, 16] presented various attacks on TMAC and proposed a new TMAC variant to improve the security of TMAC.

In this paper we discuss the security of PMAC and TMAC variant against the forgery and the key recovery attacks. We first show forgery attacks on PMAC, which provide a lower bound on the attacker’s advantage together with a required number of message queries. Our attack on PMAC where truncation is performed requires about $2^{\frac{3s}{2}+1}$ known messages and $2^{n-\tau}$ MAC verifications where $\tau$ is the bit-size of the MAC, and the attack on PMAC where no truncation is performed requires about $2^{\frac{3s}{2}+1}$ known messages. All these attacks work with a success rate of 0.63. The latter attack shows that there exists a forgery attack on PMAC with $2^{\frac{3s}{2}+1}$ message queries (all are one-block messages) such that the lower bound on the advantage of the attacker for PMAC is $L_b = \frac{(\sigma+1)^2}{2^n-1}$, since $\sigma = 2^{\frac{3s}{2}+1}$ implies $L_b \approx 0.5(< 0.63)$ (more details will be given in Sect. 3.1). Note that it does not contradict the security proof of PMAC in [2] and $L_b = \frac{1}{16} \cdot U_b$ for the upper bound $U_b = \frac{(\sigma+1)^2}{2^n-1}$. We also give a forgery attack on the TMAC variant whose complexity is equal to that of the forgery attack on TMAC, $2^{\frac{3s}{2}+1}$ known messages. This fact implies that the security of TMAC variant is not improved in the sense of the forgery attack. Furthermore, key recovery attacks on PMAC and TMAC variant are also presented in various parameters.

This paper is organized as follows: The descriptions of PMAC, TMAC variant are presented in Sect. 2. In Sect. 3 and Sect. 4, forgery and key recovery attacks on PMAC and TMAC variant are presented, respectively. Finally, we summarize our attacks and compare them with previous attacks on other MAC schemes in Sect. 5.

2 Descriptions of PMAC and TMAC Variant

The most common block-cipher based MAC is CBC-MAC [5]. This scheme operates as follows: Suppose the underlying block cipher $E$ has an $n$-bit block and uses a $k$-bit key $K$. We write $E_K(x)$ for the encryption of $x$ using key $K$, where $x$ is an $n$-bit block. A padded message $M$ is first split into $M[1], \ldots, M[r]$ where each block $M[i]$ is of size $n$-bit and then the CBC-MAC value of the $M$ is computed as $\text{CBC-MAC}_K(M) = H_r$, where $H_0 = 0$, $H_i = E_K(H_{i-1} \oplus M[i])$, $1 \leq i \leq r$. 
2.1 PMAC (Parallelizable Message Authentication Code)

Unlike popular MAC algorithms such as CBC-MAC and Hashed MAC, PMAC proposed by Black and Rogaway is not inherently sequential but parallelizable. It also uses a key $K$ and an additional key information $L = E_K(0^n)$ which is defined from $K$. Furthermore, it can handle messages which are not multiples of the block length without the need for obligatory padding, which would increase the number of block cipher calls. PMAC operates as follows (See Fig. 1):

<table>
<thead>
<tr>
<th>Algorithm PMAC$_K$($M$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. $L \leftarrow E_K(0^n)$</td>
</tr>
<tr>
<td>2. If $</td>
</tr>
<tr>
<td>3. Partition $M$ into $M[1] \cdots M[r]$</td>
</tr>
<tr>
<td>4. For $i \leftarrow 1$ to $r - 1$ do</td>
</tr>
<tr>
<td>5. $X[i] \leftarrow M[i] \oplus \gamma_i \cdot L$</td>
</tr>
<tr>
<td>6. $Y[i] \leftarrow E_K(X[i])$</td>
</tr>
<tr>
<td>7. $\Sigma \leftarrow Y[1] \ominus \cdots \ominus Y[r - 1] \ominus \text{pad}(M[r])$</td>
</tr>
<tr>
<td>8. If $</td>
</tr>
<tr>
<td>9. Else $X[r] \leftarrow \Sigma$</td>
</tr>
<tr>
<td>10. Return $MAC$</td>
</tr>
</tbody>
</table>

**PMAC:** Constants $\gamma_i$ are Gray codes which are polynomial multiplication operators over $GF(2^n)$. The $\text{pad}(A)$ means the string $A||10^{n-|A|-1}$ in the case $|A| < n$.

2.2 TMAC Variant

TMAC [11], which requires two keys, a $k$-bit $K$ and an $n$-bit $K'$, was proposed by Kurosawa and Iwata. It is a refinement of XCBC [4] using $(k + 2n)$-bit keys, that is, a key triple $(K_1, K_2, K_3)$ used in XCBC is replaced by $(K, K' \cdot u, K')$, where $u$ is a constant which is a multiplication operator over $GF(2^n)$ defined in [11]. The usage of the $(K, K' \cdot u, K')$ depends on whether or not padding has been necessary. If the length of the input message $M$ is a multiple of $n$, then TMAC operates exactly the same as CBC-MAC using the key $K$, except for XORing an $n$-bit key $K' \cdot u$ before encrypting the last block. Otherwise, after padding is applied, TMAC operates CBC-MAC using the key $K$, but this time an $n$-bit key $K'$ is XORed before the last block is encrypted.

Recently, several attacks on TMAC was presented in [21, 15, 8, 16]. In particular, Mitchell [15, 16] considered various attacks (including forgery attacks, partial key attacks and key recovery attacks) against TMAC and proposed a new TMAC variant to remove a simple algebraic relationship between $K' \cdot u$ and $K'$ which is used as the basis of the key recovery attacks. The only difference between this variant and TMAC is to use a key triple, i.e., $(K, E_{K'}(S_2), E_{K'}(S_3))$, substitutes for $(K, K' \cdot u, K')$ in the TMAC variant, where $S_2$ and $S_3$ are different fixed $n$-bit strings. For convenience we call this scheme TMAC-V. Fig. 2 represents the TMAC-V scheme.
Fig. 1. The PMAC scheme

Fig. 2. The TMAC-V scheme
3 Forging and Key Recovery Attacks on PMAC

In this section we present forging and key recovery attacks on PMAC where truncation is used or not.

3.1 Forging Attacks on PMAC

For clarification we separately describe our forging attacks on PMAC with no truncation and on PMAC with truncation.

**PMAC where no truncation is performed** ($\tau = n$): We first consider the case where no truncation is performed. Assume that the attacker obtains the corresponding MAC values for approximately $2^{n/2}$ different $(q + 1)$-block messages $M(1)^i = (M[1], ..., M[q], X^i)$ where $(M[1], ..., M[q])$ is any fixed sequence of $n$-bit blocks and the last blocks $X^i (1 \leq i \leq 2^{n/2})$ whose sizes are less than $n$ bits are pairwise-distinct, and $q$ is an arbitrary positive integer. Note that all these messages require padding. Assume that the attacker also obtains the corresponding MAC values for approximately $2^{n/2}$ different $(q + 1)$-block messages $M(2)^j = (M[1], ..., M[q], Z^j)$ where $(M[1], ..., M[q])$ is the same sequence as that in $M(1)^i$ and the last blocks $Z^j (1 \leq j \leq 2^{n/2})$ whose sizes are equal to $n$ bits are pairwise-distinct.

Using the birthday paradox arguments [17] we can expect to find at least one external collision with a probability of $0.63(\approx 1 - e^{-1})$. In other words, one of the MAC values from the first set of messages $M(1)^i$ will equal to one of the MAC values from the second set of messages $M(2)^j$ with a probability of 0.63. Denote by $M(1)^* = (M[1], ..., M[q], X^*)$ and $M(2)^* = (M[1], ..., M[q], Z^*)$ the pair of messages which cause this collision. Since the $n$-bit blocks $(M[1], ..., M[q])$ are the same for the two messages, $\sum_{i=1}^{q} Y[i]$ are also the same for the two messages where each $Y[i]$ means the output of the $i$-th $E$ cipher (see Fig. 1). We then have the following equation for a collision

$$E_K((X^*||paddin \ng) \oplus \sum_{i=1}^{q} (Y[i]) \oplus 0^n) = E_K(Z^* \oplus \sum_{i=1}^{q} (Y[i]) \oplus L \cdot x^{-1}). \quad (1')$$

Since $E_K(\cdot)$ is a permutation on the set of all $n$-bit blocks, we get

$$L \cdot x^{-1} = (X^*||paddin \ng \oplus Z^*). \quad (2')$$

Thus, the attacker can compute the key information $L$ from Eq. (2) with no knowledge of $K$ and can use it to forge the MAC of a new message. The attacker chooses a message $M(1)^k = (M[1], ..., M[q], X^k)$ in the first set of messages $M(1)^i$ which does not cause a collision and gets the corresponding MAC value as follows:

$$E_K((X^k||paddin \ng) \oplus \sum_{i=1}^{q} (Y[i]) \oplus 0^n). \quad (3')$$
The attacker then also knows the corresponding MAC value for a message \((M[1],...,M[q],U)\) is the same as the MAC value (Eq. 3) of the \(M(1)^\sigma\), where \(U = (X^8||padding) \oplus L \cdot x^{-1}\) and \(U\) is \(n\)-bit. That is, one can forge the MAC of \((M[1],...,M[q],(X^8||padding) \oplus L \cdot x^{-1})\) which does not belong to the second set of messages by our assumption. The complexity of this attack is thus \(0,0,2^{n/2+1},0\). Note that the tuple \([a,b,c,d]\) introduced in [5] is used to quantify the resources needed for an attack where \(a\) denotes the number of off-line block cipher encipherments (or decipherments), \(b\) denotes the number of known message string/MAC pairs, \(c\) denotes the number of chosen message string/MAC pairs, and \(d\) denotes the number of on-line MAC verifications (i.e., to submit a message string/MAC pair and receive an answer indicating whether or not the MAC is valid than to obtain the genuine MAC value for a message).

Taking into account one-block message sets \(M(1)^1 = X^1\) and \(M(2)^j = Z^j\) in the above two message sets, i.e., \(q = 0\), we can convert this chosen message attack into a known message attack with a \([0,2^{n/2+1},0,0]\) complexity. It follows that we can construct a forgery attack with \(2^{n/2+1}\) message queries such that the lower bound on the advantage of the forgery attacker for PMAC is \(L_b = \frac{\sigma+1}{\sigma+6}\), since \(\sigma = 2^{n/2+1}\) implies \(L_b \approx 0.5(\approx 0.63)\) where \(\sigma = \sum_{l=1}^{b} \gamma(M_l)^2\) and \(M_l\) are message queries. Note that if we perform this attack with a random function instead of PMAC, the probability of producing a forgery is \(2^{-n}\), so this probability can be ignored in the computation of the advantage of the forgery attacker. Since \(L_b = \frac{1}{16} \cdot U_b\) for the upper bound \(U_b = \frac{\sigma+1}{\sigma+6}\) in [2], our attack and [2] show that there exists a forgery attacker \(A\) for PMAC such that \(\frac{1}{16} \cdot U_b \leq Adv(A) \leq U_b\), where \(Adv(A)\) is the advantage of the \(A\). This does not contradict the security bound shown by Black and Rogaway [2], but shows the tightness of their security bound.

**PMAC where truncation is performed** (\(\tau < n\)): Now we consider the case where truncation is used in the PMAC algorithm. As like the foregoing assumptions we suppose that the attacker obtains two sets which are composed of \(2^{n/2}\) message/MAC pairs each, denoted \(M(1)^j = (M[1],...,M[q],X^j)\) and \(M(2)^j = (M[1],...,M[q],Z^j)\) where the last blocks \(X^j\) and \(Z^j\) have the same conditions as those of the above attack.

Similarly, we can expect to find about \(2^{n-\tau}\) external collisions (i.e., messages between two message sets with matching MAC values). Let these messages which cause external collisions denote respectively \(M(1)^{\tau(l)} = (M[1],...,M[q],X^*(l))\) and \(M(2)^{\tau(l)} = (M[1],...,M[q],Z^*(l))\) for \(1 \leq l \leq 2^{n-\tau}\). The problem remains to find the internal collision from amongst the many external collisions. If \(M(1)^{\tau(k)} = (M[1],...,M[q],X^*(k))\) and \(M(2)^{\tau(k)} = (M[1],...,M[q],Z^*(k))\) for some \(k\) \((1 \leq k \leq 2^{n-\tau})\) are the internal collision, as like the previous subsection, we get the following equation.

\[
E_K((X^*(k)||padding) \oplus \sum_{i=1}^{q} Y[i] \oplus 0^q) = E_K(Z^*(k) \oplus \sum_{i=1}^{q} Y[i] \oplus L \cdot x^{-1}).
\]
So we get

\[ L \cdot x^{-1} = (X^*(k)||\text{padding}) \oplus Z^*(k). \] (4)

In order to find the index \( k \), i.e., the internal collision, the attacker can perform the following process: First, the attacker computes the candidates of \( L \cdot x^{-1} \), denoted \( L \cdot x^{-1}(l) \), where \( L \cdot x^{-1}(l) = (X^*(l)||\text{padding}) \oplus Z^*(l), 1 \leq l \leq 2^{n-\tau} \) (from the above \( M(1)^{l+1}(l) \) and \( M(2)^{l+1}(l) \)). Second, the attacker chooses a message \( \{M[1], ..., M[q], X^S\} \) in the first set of messages \( M(1)^i \). Third, the attacker requires the MAC verifications for the \( 2^{n-\tau} \) messages \( \{M[1], ..., M[q], U(l)\} \) with the MAC value of \( \{M[1], ..., M[q], X^S\} \) where \( U(l) = (X^S||\text{padding}) \oplus L \cdot x^{-1}(l) \). That is, the attacker checks whether or not the MAC values for \( \{M[1], ..., M[q], U(l)\} \) are the same as the MAC value of \( \{M[1], ..., M[q], X^S\} \) by the MAC verifications. If a message \( \{M[1], ..., M[q], U(l)\} \) passes the above test, \( L \cdot x^{-1}(l) \) is a candidate of \( L \cdot x^{-1} \). By this process, the attacker can reduce the \( 2^{n-\tau} \) candidates of internal collisions to \( 2^{n-2-\tau} \). If the attacker repeats this process by \( n/\tau \) times, then the attacker can find the desired internal collision and from this collision the attacker can also obtain \( L \cdot x^{-1} \) with no knowledge of \( K \). Thus, the attacker can forge the MAC of a new message using the obtained value of \( L \cdot x^{-1} \) as in the previous attack. This attack requires about \( 2^{n/2+1} \) chosen messages and \( 2^{n-\tau} + 2^{n-2-\tau} + \cdots + 2^{n-[n/\tau]-1} \approx 2^{n-\tau} \) MAC verifications. That is, the complexity of this attack is \([0, 0, 2^{n/2+1}, 2^{n-\tau}] \). Similarly, this attack can be converted into a known message attack with \([0, 2^{n/2+1}, 0, 2^{n-\tau}] \) complexity (by considering \( q = 0 \)).

3.2 Key Recovery Attacks on PMAC

In order to devise key recovery attacks on PMAC, we ask for MAC values of \( \left\lceil \frac{k}{\tau} \right\rceil \) one-block messages \( M_i \) whose bit-lengths are all less than \( n \), i.e., with the known message attack we obtain \( \{M_1, T_1\}, \{M_2, T_2\}, ..., \{M_{\left\lceil \frac{k}{\tau} \right\rceil}, T_{\left\lceil \frac{k}{\tau} \right\rceil}\} \), where each \( T_i \) is the first \( \tau \) bits of \( E_K(\text{pad}(M_i)) \). We use the obtained message/MAC pairs to do an exhaustive search for the key. If \( \tau \) is larger than \( k \), it requires about \( 2^{k-1} \) block cipher \( E \) encryptions on average to recover the key. Otherwise, it requires about \( 2^k + 2^{k-\tau} + \cdots + 2^k-(\left\lceil \frac{k}{\tau} \right\rceil -1) \approx 2^k \) block cipher \( E \) encryptions to recover the key since each message/MAC pair offers a \( \tau \)-bit restriction. Hence, if \( \tau > k \) then the complexity of the attack is \([2^{k-1}, 1, 0, 0] \), otherwise, \([2^k, \left\lceil \frac{k}{\tau} \right\rceil, 0, 0] \).

4 Forgery and Key Recovery Attacks on TMAC-V

In this section we describe forgery and key recovery attacks on a CBC-MAC variant, TMAC-V, with known or chosen message queries.

4.1 Forgery Attacks on TMAC-V

Our TMAC-V attacks also start from collecting enough message/MAC pairs to get a collision. With the known message attack the attacker obtains the corresponding MACs for approximately \( 2^{n/2} \) different one-block messages \( X^i (1 \leq i \leq \)
$2^{n/2}$ where $X^i$ whose sizes are less than $n$ bits are pairwise-distinct. Note that all these messages require padding. The attacker also obtains the corresponding MACs for approximately $2^{n/2}$ different one-block messages $Z^j (1 \leq j \leq 2^{n/2})$, where $Z^j$ whose sizes are equal to $n$ bits are pairwise distinct.

Using the birthday paradox arguments [17], with a high probability, approximately $0.63$, the attacker expects to find at least one external collision between two message sets. Suppose the pair of messages which cause a collision are respectively $X^*$ and $Z^*$ where $|X^*| < n$ and $|Z^*| = n$. Then, by the definition of TMAC-V, the attacker has the following equation.

$$E_K((X^*||\text{padding}) \oplus E_{K^*}(S_3)) = E_K(Z^* \oplus E_{K^*}(S_2)). \tag{5}$$

Since $E_K(\cdot)$ is a permutation.

$$(X^*||\text{padding}) \oplus Z^* = E_{K^*}(S_2) \oplus E_{K^*}(S_3). \tag{6}$$

The attacker can use Eq. (6) to forge the MAC of a new message as follows: The attacker chooses a message $X^S$ in the first set of messages which does not cause a collision. By the definition of TMAC-V, the MAC value of the $X^S$ is $E_K((X^S||\text{padding}) \oplus E_{K^*}(S_3))$. The attacker then also knows that the corresponding MAC value for a message $((X^S||\text{padding}) \oplus ((X^*||\text{padding}) \oplus Z^*))$ whose size is $n$ bits is the same as the MAC value of $X^S$. Thus, the attacker can forge the MAC of a new message $((X^S||\text{padding}) \oplus ((X^*||\text{padding}) \oplus Z^*))$ using $2^{n/2+1}$ known messages. Therefore, the complexity of this attack is $[0, 2^{n/2+1}, 0, 0]$. It is easy to see that we are able to use multi-block message queries (as in the PMAC attacks) to devise a chosen message attack on TMAC-V with a $[0, 0, 2^{n/2+1}, 0]$ complexity.

### 4.2 Key Recovery Attacks on TMAC-V

We present here two attacks to recover the whole key of TMAC-V; one uses Eq. (5) and Eq. (6) derived from the above forgery attacks on TMAC-V and the other uses the meet-in-the-middle technique.

As stated above, we use $2^{n/2+1}$ known messages to get a collision, i.e., Eq. (5), and Eq. (6). If $n > k$, it requires about $2^k$ block cipher $E$ encryptions on average to recover the key $K’$ since Eq. (6) asks two encryptions of $E$ for each candidate of the key $K’$. Once we recover the key $K’$, we again use Eq. (5) to recover the remaining key $K$. Since we know the input and output pair of $E_K$, it requires about $2^{k-1}$ block cipher $E$ encryptions on average to recover the key $K$. Hence, the complexity of this attack is $[3 \cdot 2^{k-1}, 2^{n/2+1}, 0, 0]$. If $n < k$, in order to recover the key $K’$ from Eq. (6) we should require $|k/n|$ collisions satisfying Eq. (6). So the data complexity of this attack is $\lceil \sqrt{|k/n|} \rceil \cdot 2^{n/2+1}$ known messages from which we expect more than $|k/n|$ collisions (the cardinality of the first message set is the same as that of the second message set, $\lceil \sqrt{|k/n|} \rceil \cdot 2^{n/2}$). Similarly, we apply these collisions to Eq. (6) and Eq. (5) for finding $K’$ and $K$, respectively. Since it requires $2 \cdot (2^k + 2^{k-n} + \ldots + 2^{k-\lceil |k/n| - 1 \rceil n}) \approx 2^{k+1} E$ encryptions to
recover the key $K'$ and $2^k + 2^{k-n} + \cdots + 2^{k-(\lceil k/n \rceil - 1)\cdot n} \approx 2^k E$ encryptions to recover the key $K$, the complexity of this attack is $[3 \cdot 2^k, \lceil k/n \rceil \cdot 2^{n/2+1}, 0, 0]$. The meet-in-the-middle technique also allows to recover the key of TMAC-V. First, we encrypt $S_2$ through $E$ using all candidates of $K'$ and keep all the encrypted values with respect to key candidates in a table, called $S$ (this step requires $2^k$ $n$-bit blocks and $2^k k$-bit blocks of memory together with $2^k E$ encryptions). Second, we ask for MAC values of $|2k/n|$ one-block messages whose bit-lengths are all less than $n$, i.e., with the known message attack we obtain message/MAC pairs $(M_1, T_1), (M_2, T_2), \cdots, (M_{2k/n}, T_{2k/n})$. Third, we decrypt $T_1$ through $E$ using all candidates of $K$ and keep all the decrypted values with respect to key candidates in a table, called $T$ (this step also requires $2^k n$-bit blocks and $2^k k$-bit blocks of memory together with $2^k E$ encryptions) and we update $S$ by adding $M_1$ with each of the stored values in $S$. In this step we discard keys which do not match between $S$ and $T$ (this step can efficiently be done by sorting the tables $S$ and $T$). We expect about $2^{k-n}$ keys to be remained after this step. Fourth, we also decrypt $T_2$ through $E$ using the candidates of $K$ and update $T$ with all the decrypted values with respect to key candidates $K$, and we again update $S$ by adding $M_1 \oplus M_2$ with each of the stored values in $S$. We then expect $2^{2k-2n}$ keys to be remained after this step. We repeatedly do this step for all the remaining message/MAC pairs one by one, then after all steps we recover $K$ and $K'$ since the expectation of the number of remaining keys is $2^{2k-\lceil k/n \rceil \cdot n} < 1$ (the right key is not discarded). The total time complexity is less than $(\lceil 2k/n \rceil + 1) \cdot 2^k E$ encryptions and thus the complexity of this attack is approximately $[(\lceil 2k/n \rceil + 1) \cdot 2^k, [2k/n], 0, 0]$ with $2^{k+2}$ storage.

5 Conclusion

PMAC is a fully parallelizable alternative to the CBC-MAC, and Michell’s TMAC variant, TMAC-V, is an improvement of TMAC. In this paper we have studied the security of PMAC and TMAC-V against the forgery and the key recovery attacks. Tables 1 and 2 summarize our attacks together with previous attacks on other MAC algorithms. From the tables, we clearly know that, in terms of security, PMAC (which is similar in functionality to the OMAC) and TMAC-V do not offer significant advantages in comparison with XCBC, TMAC, OMAC and EMAC. In particular, TMAC-V does not have a good advantage over TMAC against the forgery and the full key recovery attacks although it removes a simple algebraic relationship between two keys to improve TMAC, and our attacks on PMAC do not contradict the security proof but establish the tightness of the security bound.

6 Acknowledgments

We would like to thank the anonymous referees and C. Mitchell for helpful comments about this work. This research was supported by the MIC(Ministry of
Table 1. Forgery Attack Complexities

<table>
<thead>
<tr>
<th>Scheme</th>
<th>([a, b, c, d])</th>
<th>Condition</th>
<th>Paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMAC</td>
<td>([0, 2^{n/2+1}, 0, 0])</td>
<td>no truncation</td>
<td>This paper</td>
</tr>
<tr>
<td>PMAC'</td>
<td>([0, 2^{n/2+1}, 0, 0])</td>
<td>(c) bit truncation</td>
<td>This paper</td>
</tr>
<tr>
<td>TMAC-V</td>
<td>([0, 2^{n/2+1}, 0, 0])</td>
<td>no truncation</td>
<td>This paper</td>
</tr>
<tr>
<td>XCBC</td>
<td>([0, 2^{n/2+1}, 0, 0])</td>
<td>no truncation</td>
<td>[15, 16]</td>
</tr>
<tr>
<td>TMAC</td>
<td>([0, 2^{n/2+1}, 0, 0])</td>
<td>no truncation</td>
<td>[15, 16]</td>
</tr>
<tr>
<td>OMAC</td>
<td>([0, 2^{n/2+1}, 0, 0])</td>
<td>no truncation</td>
<td>[15, 16]</td>
</tr>
<tr>
<td>EMAC</td>
<td>([0, 2^{n/2+1}, 1, 0])</td>
<td>no truncation</td>
<td>[5]</td>
</tr>
</tbody>
</table>

Table 2. Key Recovery Attack Complexities

<table>
<thead>
<tr>
<th>Scheme</th>
<th>([a, b, c, d])</th>
<th>Condition</th>
<th>Paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMAC</td>
<td>([2^{k-1}, 1, 0, 0])</td>
<td>(\tau &gt; n)</td>
<td>This paper</td>
</tr>
<tr>
<td>PMAC</td>
<td>([2^k, [\frac{k}{2}], 0, 0])</td>
<td>(\tau \leq n)</td>
<td>This paper</td>
</tr>
<tr>
<td>TMAC-V</td>
<td>([3 \cdot 2^{k-1}, 2^{n/2+1}, 0, 0])</td>
<td>P-O attack(n &gt; k)</td>
<td>This paper</td>
</tr>
<tr>
<td>TMAC-V</td>
<td>([3 \cdot 2^k, \sqrt{\frac{k}{2}}, \cdot 2^{n/2+1}, 0, 0])</td>
<td>P-O attack(n \leq k)</td>
<td>This paper</td>
</tr>
<tr>
<td>TMAC-V</td>
<td>([[(\frac{3k}{2})^2] + 1], 2^k, [\frac{3k}{2}], 0, 0])</td>
<td>MIMA((2^{k+2}) storage)</td>
<td>This paper</td>
</tr>
<tr>
<td>XCBC</td>
<td>([2^k, 2^{n/2+1}, 0, 0])</td>
<td>P-O attack</td>
<td>[15, 16]</td>
</tr>
<tr>
<td>XCBC</td>
<td>([2^{k+1}, [\frac{k+2n}{2}], 0, 0])</td>
<td>MIMA(negligible storage)</td>
<td>[15, 16]</td>
</tr>
<tr>
<td>TMAC</td>
<td>([2^k, 2^{n/2+1}, 0, 0])</td>
<td>P-O attack</td>
<td>[15, 16]</td>
</tr>
<tr>
<td>TMAC</td>
<td>([2^{k+1}, [\frac{2n}{k}], 0, 0])</td>
<td>MIMA(negligible storage)</td>
<td>[15, 16]</td>
</tr>
<tr>
<td>OMAC</td>
<td>([2^k, 2^{n/2+1}, 0, 0])</td>
<td>P-O attack</td>
<td>[15, 16]</td>
</tr>
<tr>
<td>OMAC</td>
<td>([2^{k+1}, [\frac{k}{2}], 0, 0])</td>
<td>MIMA(negligible storage)</td>
<td>[15, 16]</td>
</tr>
<tr>
<td>EMAC</td>
<td>([2^{k+1}, 2^{n/2}, 0, 0])</td>
<td>P-O attack</td>
<td>[5]</td>
</tr>
<tr>
<td>EMAC</td>
<td>([s \cdot 2^k, \frac{3k}{2}, 0, 0])</td>
<td>MIMA((O(2^k)) storage)</td>
<td>[5]</td>
</tr>
</tbody>
</table>

* MIMA: the meet-in-middle attack
* P-O attack: the attack based on the Preneel-van Oorschot attack [20]
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