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Welcome
Welcome!

Dear Participants,

Very welcome to the ROKS 2013 International Workshop on advances in Regularization, Optimization, Kernel Methods and Support Vector Machines: theory and applications in Leuven Belgium. In recent years considerable progress has been made in the areas of kernel methods & support vector machines and compressed sensing & sparsity, where convex optimization plays an important common role. The aim of ROKS 2013 is to provide a multi-disciplinary forum where researchers of different communities can meet, to find new synergies along these areas, both at the level of theory and applications. As written in the acronym, the main themes include:

R e g u l a r i z a t i o n
O p t i m i z a t i o n
K e r n e l m e t h o d s
S u p p o r t v e c t o r m a c h i n e s.

We are happy that many distinguished speakers have accepted our invitation to deliver a plenary talk at the occasion of this workshop: Francis Bach, Stephen Boyd, Martin Jaggi, James Kwok, Yurii Nesterov, Massimiliano Pontil, Justin Romberg, Bernhard Schölkopf, John Shawe-Taylor, Joel Tropp, Ding-Xuan Zhou. In addition the workshop features five oral sessions organized around the themes: (i) Feature selection and sparsity; (ii) Optimization algorithms; (iii) Kernel methods and support vector machines; (iv) Structured low-rank approximation; (v) Robustness; and two poster sessions together with poster spotlight presentations. The reception in the Salons of the Arenberg castle and the workshop dinner in the Faculty club offer plenty of additional opportunities for interaction and scientific discussions.

The organization of this workshop would have been impossible without the help of many people. We are very grateful to Jacqueline De bruyn, Liesbeth Van Meerbeek, Elsy Vermoesen, Ida Tassens, Mimi Deprez and several other team members for the workshop secretariat support, local arrangements and assistance. We thank all Scientific committee members and Reviewers for their valuable comments. It enabled the authors to prepare well-polished extended abstracts. The ROKS 2013 has been organized within the framework of the European Research Council (ERC) Advanced Grant project 290923 A-DATADRIVE-B. We also gratefully acknowledge KU Leuven, FWO, IUAP DYSO, CoE OPTEC EF/05/006, GOA MANET, iMinds Future Health Department, IWT.

On behalf also of all other organizing committee members Andreas Argyriou, Kris De Brabanter, Moritz Diehl, Kristiaan Pelekmans, Marco Signoretto, Vanya Van Belle, Joos Vandewalle, we wish all participants a stimulating workshop with many exciting discussions. Let it roks!
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Scientific Program
Program

Monday July 8

12:00-13:00  Registration and welcome coffee in Arenberg castle

13:00-13:10  Welcome by Johan Suykens
13:10-14:00  Deep-er Kernels
                John Shawe-Taylor (University College London)
                [Chair: Kristiaan Pelckmans]
14:00-14:50  Connections between the Lasso and Support Vector Machines
                Martin Jaggi (Ecole Polytechnique Paris)
                [Chair: Andreas Argyriou]

14:50-15:10  Coffee break

15:10-16:40  Oral session 1 : Feature selection and sparsity
                [Chair: Johan Suykens]
16:40-17:30  Kernel Mean Embeddings applied to Fourier Optics
                Bernhard Schölkopf (Max Planck Institute Tuebingen)
                [Chair: Johan Suykens]

17:30-19:00  Reception in Salons Arenberg Castle
Program

Tuesday July 9

09:00-09:50  *Large-scale Convex Optimization for Machine Learning*
Francis Bach (INRIA)  
[Chair: Joos Vandewalle]

09:50-10:40  *Domain-Specific Languages for Large-Scale Convex Optimization*
Stephen Boyd (Stanford University)  
[Chair: Joos Vandewalle]

10:40-11:00 Coffee break

11:00-12:00 Oral session 2: *Optimization algorithms*
[Chair: Joos Vandewalle]

12:00-12:20 Spotlight presentations Poster session 1 (2 min/poster)
[Chair: Vanya Van Belle]

12:20-14:30 Group picture and Lunch in De Moete
Poster session 1 in Rooms S

14:30-15:20 *Dynamic L₁ Reconstruction*
Justin Romberg (Georgia Tech)  
[Chair: Kristiaan Pelekmans]

15:20-16:10 *Multi-task Learning*
Massimiliano Pontil (University College London)  
[Chair: Andreas Argyriou]

16:10-16:30 Coffee break

16:30-18:30 Oral session 3: *Kernel methods and support vector machines*
[Chair: Marco Signoretto]

19:00 Dinner in Faculty Club
Program

Wednesday July 10

09:00-09:50  Subgradient methods for huge-scale optimization problems
Yurii Nesterov (Catholic University of Louvain)
[Chair: Andreas Argyriou]

09:50-10:40  Living on the edge: A geometric theory of phase transitions in convex optimization
Joel Tropp (California Institute of Technology)
[Chair: Kristiaan Pelckmans]

10:40-11:00  Coffee break

11:00-12:30  Oral session 4: Structured low-rank approximation
[Chair: Kristiaan Pelckmans]

12:30-12:50  Spotlight presentations Poster session 2 (2 min/poster)
[Chair: Vanya Van Belle]

12:50-14:30  Lunch in De Moete
Poster session 2 in Rooms S

14:30-15:20  Minimum error entropy principle for learning
Ding-Xuan Zhou (City University of Hong Kong)
[Chair: Johan Suykens]

15:20-16:10  Learning from Weakly Labeled Data
James Kwok (Hong Kong University of Science and Technology)
[Chair: Johan Suykens]

16:10-16:30  Coffee break

16:30-18:00  Oral session 5: Robustness
[Chair: Kris De Brabanter]

18:00  Closing
Program - Oral sessions

Oral session 1: Feature selection and sparsity
(July 8, 15:10-16:40)

15:10-15:40 The graph-guided group lasso for genome-wide association studies
Zi Wang and Giovanni Montana
Mathematics Department, Imperial College London

15:40-16:10 Feature Selection via Detecting Ineffective Features
Kris De Brabanter\textsuperscript{1} and Laszlo Győrﬁ\textsuperscript{2}
\textsuperscript{1} KU Leuven ESAT-SCD
\textsuperscript{2} Dep. Comp. Sc. & Inf. Theory, Budapest Univ. of Techn. and Econ.

16:10-16:40 Sparse network-based models for patient classification using fMRI
Maria J. Rosa, Liana Portugal, John Shawe-Taylor and Janaina Mourao-Miranda: Computer Science Department, University College London

Oral session 2: Optimization algorithms
(July 9, 11:00-12:00)

11:00-11:30 Incremental Forward Stagewise Regression: Computational Complexity and Connections to LASSO
Robert M. Freund\textsuperscript{1}, Paul Grigas\textsuperscript{2} and Rahul Mazumder\textsuperscript{2}
\textsuperscript{1} MIT Sloan School of Management, \textsuperscript{2} MIT Operations Research Center

11:30-12:00 Fixed-Size Pegasos for Large Scale Pinball Loss SVM
Vilen Jumutc, Xiaolin Huang and Johan A.K. Suykens
KU Leuven ESAT-SCD
Program - Oral sessions

Oral session 3: Kernel methods and support vector machines  
(July 9, 16:30-18:30)

<table>
<thead>
<tr>
<th>Time</th>
<th>Title</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>16:30-17:00</td>
<td>Output Kernel Learning Methods</td>
<td>Francesco Dinuzzo(^1), Cheng Soon Ong(^2) and Kenji Fukumizu(^3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(^1) MPI for Intelligent Systems Tuebingen, (^2) NICTA, Melbourne,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(^3) Institute of Statistical Mathematics, Tokyo</td>
</tr>
<tr>
<td>17:00-17:30</td>
<td>Deep Support Vector Machines for Regression Problems</td>
<td>M.A. Wiering, M. Schutten, A. Millea, A. Meijster and L.R.B. Schomaker</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Institute of Artif. Intell. and Cognitive Eng., Univ. of Groningen</td>
</tr>
<tr>
<td>17:30-18:00</td>
<td>Subspace Learning and Empirical Operator Estimation</td>
<td>Alessandro Rudi(^1), Guillermo D. Canas(^2) and Lorenzo Rosasco(^2,3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(^1) Istituto Italiano di Tecnologia, (^2) MIT-IIT, (^3) Universita di Genova</td>
</tr>
<tr>
<td>18:00-18:30</td>
<td>Kernel based identification of systems with multiple outputs using nuclear norm regularization</td>
<td>Tillmann Falck, Bart De Moor and Johan A.K. Suykens</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KU Leuven, ESAT-SCD and iMinds Future Health</td>
</tr>
</tbody>
</table>
Program - Oral sessions

Oral session 4: Structured low-rank approximation
(July 10, 11:00-12:30)

11:00-11:30 First-order methods for low-rank matrix factorization applied to informed source separation
Augustin Lefèvre$^1$ and François Glineur$^{1,2}$
$^1$ ICTEAM Institute and $^2$ CORE Institute, Université catholique de Louvain

11:30-12:00 Structured low-rank approximation as optimization on a Grassmann manifold
Konstantin Usevich and Ivan Markovsky
Dep. ELEC, Vrije Universiteit Brussel

12:00-12:30 Scalable Structured Low Rank Matrix Optimization Problems
Marco Signoretto$^1$, Volkan Cevher$^2$ and Johan A.K. Suykens$^1$
$^1$ KU Leuven, ESAT-SCD, $^2$ LIONS, EPFL Lausanne

Oral session 5: Robustness
(July 10, 16:30-18:00)

16:30-17:00 Learning with Marginalized Corrupted Features
Laurens van der Maaten$^1$, Minmin Chen$^2$, Stephen Tyree$^2$ and Kilian Weinberger$^2$: $^1$ Delft University of Technology, $^2$ Washington Univ. St. Louis

17:00-17:30 Robust regularized M-estimators of regression parameters and covariance matrix
Esa Ollila, Hyon-Jung Kim and Visa Koivunen
Dep. of Signal Processing and Acoustics, Aalto University

17:30-18:00 Robust Near-Separable Nonnegative Matrix Factorization Using Linear Optimization
Nicolas Gillis$^1$ and Robert Luce$^2$
$^1$ ICTEAM Institute, Univ. catholique de Louvain, $^2$ Technische Univ. Berlin
Program - Poster sessions

Poster session 1
(July 9, 13:15-14:30)

• *Data-Driven and Problem-Oriented Multiple-Kernel Learning*
  Valeriya Naumova and Sergei V. Pereverzyev
  Johann Radon Institute for Computational and Applied Mathematics (RICAM)
  Austrian Academy of Sciences, Linz

• *Support Vector Machine with spatial regularization for pixel classification*
  Remi Flamary¹ and Alain Rakotomamonjy²
  ¹ Lagrange Lab., CNRS, Universite de Nice Sophia-Antipolis,
  ² LITIS Lab., Universite de Rouen

• *Regularized structured low-rank approximation*
  Mariya Ishteva and Konstantin Usevich and Ivan Markovsky
  Dep. ELEC, Vrije Universiteit Brussel

• *A Heuristic Approach to Model Selection for Online Support Vector Machines*
  Davide Anguita, Alessandro Ghio, Isah A. Lawal and Luca Oneto
  DITEN, University of Genoa

• *Lasso and Adaptive Lasso with Convex Loss Functions*
  Wojciech Rejchel
  Nicolaus Copernicus University, Torun

• *Conditional Gaussian Graphical Models for Multi-output Regression of Neuroimaging Data*
  Andre F. Marquand¹, Maria Joao Rosa² and Orla Doyle¹
  ¹ King’s College London, ² University College London
• **High-dimensional convex optimization via optimal affine subgradient algorithms**  
  Masoud Ahookhosh and Arnold Neumaier  
  Faculty of Mathematics, University of Vienna

• **Joint Estimation of Modular Gaussian Graphical Models**  
  Jose Sanchez and Rebecka Jörnsten  
  Mathematical Sciences, Chalmers Univ, of Technology and University of Gothenburg

• **Learning Rates of $l_1$-regularized Kernel Regression**  
  Lei Shi, Xiaolin Huang and Johan A.K. Suykens  
  KU Leuven, ESAT-SCD

• **Reduced Fixed-Size LSSVM for Large Scale Data**  
  Raghvendra Mall and Johan A.K. Suykens  
  KU Leuven, ESAT-SCD
Program - Poster sessions

Poster session 2
(July 10, 13:15-14:30)

- **Pattern Recognition for Neuroimaging Toolbox**
  Jessica Schrouff¹, Maria J. Rosa², Jane Rondina², Andre F. Marquand³, Carlton Chu⁴, John Ashburner³, Jonas Richiardi⁶, Christophe Phillips¹ and Janaina Mourao-Miranda²
  ¹ Cyclotron Research Centre, University of Liege, ² Computer Science Dep., University College London, ³ Institute of Psychology, King’s College, London, ⁴ NIMH, NIH, Bethesda, ⁵ Wellcome Trust Centre for Neuroimaging, University College London, ⁶ Stanford University

- **Stable LASSO for High-Dimensional Feature Selection through Proximal Optimization**
  Roman Zakharov and Pierre Dupont
  ICTEAM Institute, Universite catholique de Louvain

- **Regularization in topology optimization**
  Atsushi Kawamoto, Tadayoshi Matsumori, Daisuke Murai and Tsuguo Kondoh
  Toyota Central R&D Labs., Inc., Nagakute

- **Classification of MCI and AD patients combining PET data and psychological scores**
  Fermin Segovia, Christine Bastin, Eric Salmon and Christophe Phillips
  Cyclotron Research Centre, University of Liege

- **Kernels design for Internet traffic classification**
  Emmanuel Herbert¹, Stephane Senecal¹ and Stephane Canu²
  ¹ Orange Labs, Issy-les-Moulineux, ² LITIS/INSA, Rouen
• **Kernel Adaptive Filtering: Which Technique to Choose in Practice**  
Steven Van Vaerenbergh and Ignacio Santamaria  
Dep. of Communications Engineering, University of Cantabria

• **Structured Machine Learning for Mapping Natural Language to Spatial Ontologies**  
Parisa Kordjamshidi and Marie-Francine Moens  
Dep. of Computer Science, Katholieke Universiteit Leuven

• **Windowing strategies for on-line multiple kernel regression**  
Manuel Herrera and Rajan Filomeno Coelho  
BATir Dep., Universite libre de Bruxelles

• **Non-parallel semi-supervised classification**  
Siamak Mehrkanoon and Johan A.K. Suykens  
KU Leuven, ESAT-SCD

• **Visualisation of neural networks for model reduction**  
Tamas Kenesei and Janos Abonyi  
Dep. of Process Engineering, University of Pannonia

• **Convergence analysis of stochastic gradient descent on strongly convex objective functions**  
Cheng Tang and Claire Monteleoni  
Dep. of Computer Science, The George Washington University
Invited talk abstracts
Deep-er Kernels

John Shawe-Taylor

Centre for Computational Statistics and Machine Learning
University College London

Abstract: Kernels can be viewed as shallow in that learning is only applied in a single (output) layer. Recent successes with deeper networks highlight the need to consider richer function classes. The talk will review and discuss methods that have been developed to enable richer kernel classes to be learned. While some of these methods rely on greedy procedures many are supported by statistical learning analyses and/or convergence bounds. The talk will highlight the potential for further research on this topic.
Connections between the Lasso and Support Vector Machines

Martin Jaggi

CMAP, Ecole Polytechnique, Paris

Abstract: We discuss the relation of two fundamental tools in machine learning and signal processing, that is the support vector machine (SVM) for classification, and the Lasso technique used in regression. By outlining a simple equivalence between the Lasso primal and the SVM dual problem, we argue that many existing optimization algorithms can also be applied to the respective other task, and that many known theoretical insights can be translated between the two settings. One such consequence is that the sparsity of a Lasso solution is equal to the number of support vectors for the corresponding SVM instance, and that one can use screening rules to prune the set of support vectors. Another example is a kernelized version of the Lasso, analogous to the kernel trick in the SVM setting. On the algorithms side, we will discuss popular greedy first-order methods used in both settings.
Kernel Mean Embeddings applied to Fourier Optics

Bernhard Schölkopf

Empirical Inference Department
Max Planck Institute for Intelligent Systems
Large-scale Convex Optimization for Machine Learning

Francis Bach

INRIA - SIERRA project-team
Laboratoire d’Informatique de l’Ecole Normale Superieure, Paris

Abstract: Many machine learning and signal processing problems are traditionally cast as convex optimization problems. A common difficulty in solving these problems is the size of the data, where there are many observations ("large n") and each of these is large ("large p"). In this setting, online algorithms which pass over the data only once, are usually preferred over batch algorithms, which require multiple passes over the data. In this talk, I will present several recent results, showing that in the ideal infinite-data setting, online learning algorithms based on stochastic approximation should be preferred, but that in the practical finite-data setting, an appropriate combination of batch and online algorithms leads to unexpected behaviors, such as a linear convergence rate with an iteration cost similar to stochastic gradient descent. (joint work with Nicolas Le Roux, Eric Moulines and Mark Schmidt)
Domain-Specific Languages for Large-Scale Convex Optimization

Stephen Boyd

Information Systems Laboratory, Stanford University

Abstract: joint work with Eric Chu - Specialized languages for describing convex optimization problems, and associated parsers that automatically transform them to canonical form, have greatly increased the use of convex optimization in applications, especially those where the problem instances are not very large scale. CVX and YALMIP, for example, allow users to rapidly prototype applications based on solving (modest size) convex optimization problems. More recently, similar techniques were used in CVXGEN to automatically generate super-efficient small footprint code for solving families of small convex optimization problems, as might be used in real-time control. In this talk I will describe the general methods used in such systems, and describe methods by which they can be adapted for large-scale problems.
Dynamic $L_1$ Reconstruction

Justin Romberg

School of Electrical and Computer Engineering
Georgia Tech

Abstract: Sparse signal recovery often involves solving an L1-regularized optimization problem. Most of the existing algorithms focus on the static settings, where the goal is to recover a fixed signal from a fixed system of equations. This talk will have two parts. In the first, we present a collection of homotopy-based algorithms that dynamically update the solution of the underlying L1 problem as the system changes. The sparse Kalman filter solves an L1-regularized Kalman filter equation for a time-varying signal that follows a linear dynamical system. Our proposed algorithm sequentially updates the solution as the new measurements are added and the old measurements are removed from the system.

In the second part of the talk, we will discuss a continuous time "algorithm" (i.e. a set of coupled nonlinear differential equations) for solving a class of sparsity regularized least-square problems. We characterize the convergence properties of this neural-net type system, with a special emphasis on the case when the final solution is indeed sparse.

This is joint work with M. Salman Asif, Aurele Balavoine, and Chris Rozell
Abstract: A fundamental limitation of standard machine learning methods is the cost incurred by the preparation of the large training samples required for good generalization. A potential remedy is offered by multi-task learning: in many cases, while individual sample sizes are rather small, there are samples to represent a large number of learning tasks (linear regression problems), which share some constraining or generative property. If this property is sufficiently simple it should allow for better learning of the individual tasks despite their small individual sample sizes. In this talk I will review a wide class of multi-task learning methods which encourage low-dimensional representations of the regression vectors. I will describe techniques to solve the underlying optimization problems and present an analysis of the generalization performance of these learning methods which provides a proof of the superiority of multi-task learning under specific conditions.
Abstract: We consider a new class of huge-scale problems, the problems with sparse subgradients. The most important functions of this type are piece-wise linear. For optimization problems with uniform sparsity of corresponding linear operators, we suggest a very efficient implementation of subgradient iterations, which total cost depends logarithmically on the dimension. This technique is based on a recursive update of the results of matrix/vector products and the values of symmetric functions. It works well, for example, for matrices with few nonzero diagonals and for max-type functions. We show that the updating technique can be efficiently coupled with the simplest subgradient methods, the unconstrained minimization method by Polyak, and the constrained minimization scheme by Shor. Similar results can be obtained for a new non-smooth random variant of a coordinate descent scheme. We discuss an extension of this technique onto conic optimization problems.
Living on the edge: A geometric theory of phase transitions in convex optimization

Joel Tropp

Department of Computing and Mathematical Sciences
California Institute of Technology

Abstract: Recent empirical research indicates that many convex optimization problems with random constraints exhibit a phase transition as the number of constraints increases. For example, this phenomenon emerges in the l1 minimization method for identifying a sparse vector from random linear samples. Indeed, this approach succeeds with high probability when the number of samples exceeds a threshold that depends on the sparsity level; otherwise, it fails with high probability.

This talk summarizes a rigorous analysis that explains why phase transitions are ubiquitous in random convex optimization problems. It also describes tools for making reliable predictions about the quantitative aspects of the transition, including the location and the width of the transition region. These techniques apply to regularized linear inverse problems with random measurements, to demixing problems under a random incoherence model, and also to cone programs with random affine constraints.

Joint work with D. Amelunxen, M. Lotz, and M. B. McCoy.
Minimum error entropy principle for learning

Ding-Xuan Zhou

Department of Mathematics
City University of Hong Kong

Abstract: Information theoretical learning is inspired by introducing information theory ideas into a machine learning paradigm. Minimum error entropy is a principle of information theoretical learning and provides a family of supervised learning algorithms. It is a substitution of the classical least squares method when the noise is non-Gaussian. Its idea is to extract from data as much information as possible about the data generating systems by minimizing error entropies. In this talk we will discuss some minimum error entropy algorithms in a regression setting by minimizing empirical Renyi’s entropy of order 2. Consistency results and learning rates are presented. In particular, some error estimates dealing with heavy-tailed noise will be given.
Abstract: In many machine learning problems, the labels of the training examples are incomplete. These include, for example, (i) semi-supervised learning where labels are partially known; (ii) multi-instance learning where labels are implicitly known; and (iii) clustering where labels are completely unknown. In this talk, focusing on the SVM as the learner, I will describe a label generation strategy that leads to a convex relaxation of the underlying mixed integer programming problem. Computationally, it can be solved via a sequence of SVM sub-problems that are much more scalable than other convex SDP relaxations. Empirical results on the three weakly labeled learning tasks above also demonstrate improved performance. (joint work with Yu-Feng Li, Ivor W. Tsang, and Zhi-Hua Zhou)
Oral and poster session abstracts
An Equivalence between the Lasso and Support Vector Machines

Martin Jaggi
CMAP, École Polytechnique, Palaiseau, France
jaggi@cmap.polytechnique.fr

Abstract: We investigate the relation of two fundamental tools in machine learning and signal processing, that is the support vector machine (SVM) for classification, and the Lasso technique used in regression. We show [7] that the resulting optimization problems are equivalent, in the following sense: Given any instance of one of the two problems, we construct an instance of the other, having the same optimal solution.

In consequence, many existing optimization algorithms for both SVMs and Lasso can also be applied to the respective other problem instances. Also, the equivalence allows for many known theoretical insights for SVM and Lasso to be translated between the two settings. One such implication gives a simple kernelized version of the Lasso, analogous to the kernels used in the SVM setting. Another consequence is that the sparsity of a Lasso solution is equal to the number of support vectors for the corresponding SVM instance, and that one can use screening rules to prune the set of support vectors. Furthermore, we can relate sublinear time algorithms for the two problems, and give a new such algorithm variant for the Lasso.

Keywords: Lasso, SVM, Kernel Methods, ℓ_1-Regularized Least Squares, Screening Rules

1 Introduction

Large margin classification and kernel methods, and in particular the support vector machine (SVM) [3], are among the most popular standard tools for classification. On the other hand, ℓ_1-regularized least squares regression, i.e. the Lasso estimator [8], is one of the most widely used tools for robust regression and sparse estimation. However, the two research topics developed largely independently and were not much set into context with each other.

Support Vector Machines. In this work, we focus on SVM large margin classifiers whose dual optimization problem is of the form

$$\min_{x \in \Delta} \|Ax\|_2^2.$$  (1)

Here the matrix $A \in \mathbb{R}^{d \times n}$ contains all $n$ datapoints as its columns, and $\Delta$ is the unit simplex in $\mathbb{R}^n$, i.e. the set of probability vectors. The formulation (1) includes the commonly used soft-margin SVM with ℓ_2-loss (for one or two classes, with regularized or no offset, with or without using a kernel), as given by

$$\min_{w \in \mathbb{R}^d, b \in \mathbb{R}, \xi \in \mathbb{R}^n} \frac{1}{2} \|w\|_2^2 - \rho + \frac{\rho}{2} \sum_{i=1}^n \xi_i^2 \quad \text{s.t.} \quad y_i \cdot w^T x_i \geq \rho - \xi_i \quad \forall i \in \{1..n\}.$$  (2)

Lasso. On the other hand, the Lasso [8], is given by the quadratic program

$$\min_{x \in \mathbb{R}^n} \|Ax - b\|_2^2,$$  (3)

also known as the constrained variant of ℓ_1-regularized least squares regression. Here the right hand side $b$ is a fixed vector $b \in \mathbb{R}^d$, and $\mathbb{R}$ is the ℓ_1-unit-ball in $\mathbb{R}^n$. Note that if the desired ℓ_1-regularization constraint is not $\|x\|_1 \leq 1$, but $\|x\|_1 \leq r$ for some $r > 0$ instead, then it is enough to simply re-scale the input matrix $A$ by a factor of $\frac{1}{r}$, in order to obtain our above formulation (3) for any general Lasso problem. In applications of the Lasso, it is important to distinguish two alternative interpretations of the data matrix $A$, which defines the problem instance (3): On one hand, in the setting of sparse regression, the goal is to approximate the single vector $b$ by a combination of few dictionary vectors, being the columns of $A$, called the dictionary matrix. On the other hand if the Lasso problem is interpreted as feature-selection, then each row $A_i$ of $A$ is interpreted as an input vector, and for each of those, the Lasso is approximating the response $b_i$ to input $A_i$. See e.g. [1] for a recent overview of Lasso-type methods.

Related Work. The early work of [6] has already significantly deepened the joint understanding of kernel methods and the sparse coding setting of the Lasso. However, despite its title, [6] is not addressing SVM classifiers, but in fact the ε-insensitive loss variant of support vector regression (SVR). In the application paper [5], the authors already suggested to make use of the
“easier” direction of our reduction, reducing the Lasso to a very particular SVM instance, but not addressing the SVM regularization parameter.

2 The Equivalence

We prove that the two problems (1) and (3) are indeed equivalent, by constructing instances of the respective other problem, having the same solutions.

2.1 (Lasso ≤ SVM): Given a Lasso instance, construct an equivalent SVM instance

In order to represent the $\ell_1$-ball $\bullet$ by a simplex $\Delta$, the standard concept of barycentric coordinates comes to help, stating that every polytope can be represented as the convex hull of its vertices [9], which in the $\ell_1$-ball case are $\{\pm e_i \mid i \in [1..n]\}$. Given a Lasso instance of the form (3), that is, $\min_{x \in \bullet} \|Ax - b\|_2^2$, we can therefore directly parameterize the $\ell_1$-ball by the $2n$-dimensional simplex. By writing $(I_n [-I_n]x_0$ for any $x \in \bullet$, the objective function becomes $\|(A - A)x_0 - b\|_2^2$. This means we have obtained the equivalent non-negative regression problem over the domain $x_0 \in \Delta \subset \mathbb{R}^{2n}$ which, by translation, is equivalent to the (hard-margin) SVM formulation (1), i.e. $\min_{x \in \Delta} \|Ax\|_2^2 + \|w\|_1$. When the data matrix is given by $A := (A - A) - b1^T \in \mathbb{R}^{d \times 2n}$. This reduction gives us a one-to-one correspondence of all feasible solutions, preserving the objective values: For any feasible solution $x \in \mathbb{R}^{2n}$ to the Lasso, we have a feasible SVM solution $x_0 \in \mathbb{R}^{2n}$ of the same objective value, and vice versa.

2.2 (SVM ≤ Lasso): Given an SVM instance, constructing an equivalent Lasso instance

This reduction is harder to accomplish than the other direction we explained above. Given an instance of a (soft- or hard-margin) SVM problem (1), we suppose that we have a (possibly non-optimal) weakly-separating vector $w \in \mathbb{R}^d$ available. Given $w$, we define a Lasso instance $(\tilde{A}, \tilde{b})$ as the translated datapoints $\tilde{A} := \{A_i + \tilde{b} \mid i \in [1..n]\}$ together with the right hand side $\tilde{b} := -C \frac{w}{\|w\|_2}$, that is a translation in direction of $w$ for some $C > 0$. Details are given in the full paper [7], showing that a weakly-separating vector $w$ is trivial to obtain for the $\ell_2$-loss soft-margin SVM (2), even if the SVM input data is not separable.

3 Implications & Remarks

3.1 Some Implications for the Lasso

Sublinear Time Algorithms. Using our reduction, we observe that the recent breakthrough SVM algorithm of [2] can also be applied to the Lasso, returning an $\varepsilon$-accurate solution to (3) in time $O(\varepsilon^{-2}(n+d) \log n)$.

A Lasso in Kernel Space. Using our reduction, we can kernelize the Lasso fully analogously to the classical kernel trick for SVMs, resulting in the formulation $\min_{x \in \bullet} \sum_i \Psi(A_i)x_i - \Psi(b)^2$. In the light of the success of the kernel idea for classification with its existing well-developed theory, it will be interesting to relate these results to the above proposed kernelized version of the Lasso, and to study how different kernels will affect the solution $x$ for applications of the Lasso.

3.2 Some Implications for SVMs

Structure and Sparsity of the Support Vectors, in the View of Lasso Sparsity. There has been a very significant boost of new literature studying the sparsity of solutions to the Lasso and related $\ell_1$-regularized methods, in particular the study of the sparsity of $x$ when $A$ and $b$ are from distributions with certain properties. Using our construction of the equivalent Lasso instance for a given SVM, such results then directly apply to the sparsity pattern of the solution to our original SVM (i.e. the pattern and the number of support vectors). More precisely, any distribution of matrices $A$ and corresponding $b$ for which the Lasso sparsity is well characterized, will also give the same patterns of support vectors for the equivalent SVM (and in particular the same number of support vectors).

Screening Rules for Support Vector Machines. For the Lasso, screening rules have been developed recently. This approach consists of a single pre-processing pass through the data $A$, in order to immediately discard those predictors $A_i$ that can be guaranteed to be inactive for the optimal solution [4]. Translated to the SVM setting by our reduction, any such Lasso screening rule can be used to permanently discard input points before the SVM optimization is started.
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Abstract: In this work we propose a penalised regression model in which the covariates are known to be clustered into groups, and the clusters are arranged as nodes in a graph. We are motivated by an application to genome-wide association studies in which the objective is to identify important predictors, single nucleotide polymorphisms (SNPs), that account for the variability of a quantitative trait. In this application, SNPs naturally cluster into SNP sets representing genes, and genes are treated as nodes of a biological network encoding the functional relatedness of genes. Our proposed graph-guided group lasso (GGGL) takes into account such prior knowledge available on the covariates at two different levels, and allows to select important SNP sets while also favouring the selection of functionally related genes. We describe a computationally efficient algorithm for parameter estimation, provide experimental results and present a GWA study on lipids levels in two Asian populations.
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1 Introduction

Genome-wide association studies (GWAs) are concerned with the search of common genetic variants across the human genome that are associated to a disease status or quantitative trait. The genetic markers are often taken to be single-nucleotide polymorphisms (SNPs), and are treated as covariates in a linear regression model in which the response is a continuous measurement. We let $X$ be the $n \times p$ design matrix containing $n$ independent samples for which $p$ SNPs have been observed, and $y$ be the $n$-dimensional vector containing the univariate quantitative traits. We further assume that $X$ and $y$ are column-wise normalized to have sum zero and unit length.

Since the objective is to carry out our variable selection, the empirical loss is minimised subject to some constraint conditions placed on the coefficients, in order to regularised the solution and carry out variable selection [1, 2].

One way of improving variable selection accuracy in GWAs is to make use of available prior knowledge about the genetic markers and the functional relationships between genes. Such knowledge typically includes the grouping of SNPs into genes, and it has been observed that selecting groups of SNPs in a single block, rather than individual SNPs in isolation, may increase the power to detect true causative and rare variants (e.g. [3]). However, additional information can also be obtained from publicly available data bases in the form of biological networks encoding pairwise interactions between genes or proteins associated to those genes. Under the assumption that such networks describe true biological processes, there are reasons to be believe that using this additional information to guide the SNP selection process may produce results that are biologically more plausible and easy to interpret as well as increase. Regularised regression models that take into consideration the integrated effects of all SNPs that belong to functionally related genes are also believed to achieve superior performance in terms of detecting the true causative markets [4, 5]. In previous GWA studies, this has been accomplished by using variations of the group lasso [6] and the sparse group lasso [7]. When groups overlap, for instance when a SNP is mapped to more than one single gene, variables selected by the overlapping group lasso [8] are the union of some groups.

To the best of our knowledge, graph structures places on genetic markers or genes are not yet used to drive the variable selection process in GWA studies with quantitative traits. In a typical gene network, two nodes are connected by an edge if the associated genes belong to the same genetic pathway or are deemed to share related functions. In the case of a weighted graph, the weights may be a probability measure of the uncertainty of the link between the genes. In this work we consider the case where prior knowledge is available at two different levels: SNPs are grouped into genes, and a weighted gene network encodes the functional relatedness of the all pairs of genes. We propose a penalised regression model, the graph-guided group lasso,
which selects important SNP groups, while also fusing information between adjacent SNPs groups in the given biological network.

2 Graph-guided group lasso

Suppose that the $p$ available SNPs are grouped into mutually exclusive groups $\{R_1, R_2, \ldots, R_r\}$. The size of a group $R_k$ is denoted by $|R_k|$. We let $X_{R_k}$ denote the $n \times |R_k|$ matrix where the columns correspond to SNPs in $R_k$, and $G = G(V, E)$ the gene network with vertex set $V$ corresponding to the $r$ genes in $\mathcal{R}$. The weight of the edge $k - l$ is denoted by $w_{kl}$. For simplicity, we assume that all the weights are non-negative.

The regression coefficients are obtained by minimising $||y - X\beta||^2$ plus a penalty term given by

$$2\lambda_1 \sum_{y=1}^r \sqrt{\|R_y\|} \|\beta_{R_y}\|^2 + 2\lambda_2 \|\beta\|_1 + \mu \sum_{i \in R_k, j \in R_l, R_k \sim R_l} w_{kl}(\beta_i - \beta_j)^2$$

(1)

where $\lambda_1$, $\lambda_2$, and $\mu$ are non-negative regularization parameters, and $R_k \sim R_l$ if and only if they are connected in the network $G$. This model has two main features. Firstly, by making use of the Laplacian penalty on the complete bipartite graph $(R_k, R_l)$ for all $R_j \sim R_i$, information is fused from all other genes interacting with $R_l$ in $G$ so that these functionally related genes are encouraged to be selected in and out of the model altogether. ([4]) Secondly, there is a grouping effect, in the sense that all SNPs within a gene $R_l$ are either selected together or not selected. This feature follows from the properties of the sparse group lasso penalty [7], in which sparsity of genes and SNPs are regularized by $\lambda_1$ and $\lambda_2$ respectively.

Note the prior knowledge represented by grouping and the graph are at heterogeneous levels, hence how the pairwise relations at genes’ level influence variable selection for individual SNPs may have different answers. The proposed penalty has also the effect of smoothing the regression coefficients corresponding to all SNPs that belong to interacting genes. When $\mu \rightarrow \infty$, all these coefficients are expected to be equal.

In some cases, a modification of the model above may be preferred. If two genes are directly connected in $G$, it may be preferred to encourage them to be selected or discarded altogether without smoothing the individual SNP coefficients within a gene. For this reason, we also propose a second version of the GGGL model by replacing the last term in (1) by:

$$\mu \sum_{R_k \sim R_l} w_{kl}(\bar{\beta}_{R_k} - \bar{\beta}_{R_l})^2$$

(2)

where $\bar{\beta}_{R_k}$ denotes the average coefficient for predictors in $R_k$. We show that, using (2), the interacting genes are indeed encouraged to be selected in or out of the model altogether, nonetheless no smoothing effect is imposed on the coefficients corresponding to the SNPs within a gene. In summary, the penalty (1) is more desirable when the interest is only in selecting genes, regardless of the specific SNP effects that drive the gene selection process, whereas (2) is more appropriate for the detection of localised SNP effects.

In summary, we propose a sparse regression model, graph-driven group lasso, for GWA studies that allows to incorporate prior knowledge at two different levels. We describe a computationally efficient estimation algorithm for both version of the model, which is based on coordinate descent methods. We also carry out extensive power studies using realistically simulated data, and compare the proposed model to the original group lasso [6] and a regression model with a network constrained penalty [4]. Finally, we present a real application to detect genetic effects associated to lipids levels in two Asian cohorts.
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Abstract: Consider the regression problem with a response variable \( Y \) and with a feature vector \( \mathbf{X} \). For the regression function \( m(\mathbf{x}) = \mathbb{E}[Y \mid \mathbf{X} = \mathbf{x}] \), we introduce a new and simple estimator of the minimum mean squared error \( L^* = \mathbb{E}((Y - m(\mathbf{X}))^2) \). Let \( \mathbf{X}^{(-k)} \) be the feature vector, in which the \( k \)-th component of \( \mathbf{X} \) is missing. In this paper we analyze a nonparametric test for the hypothesis that the \( k \)-th component is ineffective, i.e., \( \mathbb{E}[Y \mid \mathbf{X}] = \mathbb{E}[Y \mid \mathbf{X}^{(-k)}] \) a.s.
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1 Introduction

Let the label \( Y \) be a real valued random variable and let the feature vector \( \mathbf{X} = (X_1, \ldots, X_d) \) be a \( d \)-dimensional random vector. The regression function \( m \) is defined by

\[ m(\mathbf{x}) = \mathbb{E}[Y \mid \mathbf{X} = \mathbf{x}]. \]

The minimum mean squared error, called also variance of the residual \( Y - m(\mathbf{X}) \), is denoted by

\[ L^* := \mathbb{E}((Y - m(\mathbf{X}))^2) = \min_f \mathbb{E}((Y - f(\mathbf{X}))^2). \]

The regression function \( m \) and the minimum mean squared error \( L^* \) cannot be calculated when the distribution of \( (\mathbf{X}, Y) \) is unknown. Assume, however, that we observe data

\[ D_n = \{(\mathbf{X}_1, Y_1), \ldots, (\mathbf{X}_n, Y_n)\} \]

consisting of independent and identically distributed copies of \( (\mathbf{X}, Y) \). \( D_n \) can be used to produce an estimate of \( L^* \). Nonparametric estimates of the minimum mean squared error are given in [2, 4].

2 New estimate of the minimum mean squared error

One can derive a new and simple estimator of \( L^* \) by considering the definition

\[ L_n^* := \mathbb{E}((Y - m(\mathbf{X}))^2) = \mathbb{E}(Y^2) - \mathbb{E}(m(\mathbf{X})^2). \]  

(1)

The first and second term on the right-hand-side of (1) can be estimated by \( \frac{1}{n} \sum_{i=1}^n Y_i^2 \) and \( \frac{1}{n} \sum_{i=1}^n Y_i Y_{n,i,1} \) respectively where \( Y_{n,i,1} \) denotes the labels of the first nearest neighbors of \( \mathbf{X}_i \) among \( \mathbf{X}_1, \ldots, \mathbf{X}_{i-1}, \mathbf{X}_{i+1}, \ldots, \mathbf{X}_n \). Therefore, the minimum mean squared error \( L_n^* \) can be estimated by

\[ \tilde{L}_n := \frac{1}{n} \sum_{i=1}^n Y_i^2 - \frac{1}{n} \sum_{i=1}^n Y_i Y_{n,i,1}. \]  

(2)

One can show without any conditions that

\[ \tilde{L}_n \to L^* \]

a.s. Moreover, for bounded \( |Y| \) and \( \|X\| \), and for Lipschitz continuous \( m \), and for \( d \geq 2 \), we have (cf. [3])

\[ \mathbb{E}(|L_n - L^*|) \leq c_1 n^{-1/2} + c_2 n^{-2/d}. \]

3 Feature Selection and Hypothesis Test

One way of feature selection would be to detect ineffective components of the feature vector. Let \( \mathbf{X}^{(-k)} = (X_1, \ldots, X_{k-1}, X_{k+1}, \ldots, X_d) \) be the \( d - 1 \) dimensional feature vector such that we leave out the \( k \)-th component from \( \mathbf{X} \). Then the corresponding minimum error is

\[ L_n^{(-k)} := \mathbb{E}((Y - \mathbb{E}(Y | \mathbf{X}^{(-k)}))^2). \]

We want to test the following (null) hypothesis:

\[ \mathcal{H}_k : L_n^{(-k)} = L_n^*. \]

which means that leaving out the \( k \)-th component the minimum mean squared error does not increase. The hypothesis \( \mathcal{H}_k \) means that

\[ m(\mathbf{x}) = \mathbb{E}[Y \mid \mathbf{X}] = \mathbb{E}[Y \mid \mathbf{X}^{(-k)}] =: m_n^{(-k)}(\mathbf{X}^{(-k)}) \]

a.s.

By using the data

\[ D_n^{(-k)} = \{(X_1^{(-k)}, Y_1), \ldots, (X_n^{(-k)}, Y_n)\}, \]
\( L^* \) can be estimated by

\[
\tilde{L}^{(-k)}_n := \frac{1}{n} \sum_{i=1}^{n} Y_i^2 - \frac{1}{n} \sum_{i=1}^{n} Y_i \hat{Y}_{n,i,1}^{(-k)},
\]

so the corresponding test statistic is

\[
\tilde{L}^{(-k)}_n - \tilde{L}_n = \frac{1}{n} \sum_{i=1}^{n} Y_i (Y_{n,i,1} - \hat{Y}_{n,i,1}^{(-k)}).
\]

We can accept the hypothesis \( \mathcal{H}_k \) if

\[
\tilde{L}^{(-k)}_n - \tilde{L}_n
\]

is “close” to zero. Since with large probability the first nearest neighbors of \( X_i \) and of \( X_i^{(-k)} \) are the same, \( Y_{n,i,1} - \hat{Y}_{n,i,1}^{(-k)} \) is in the test statistic. We know that

\[
\mathbf{P}(Y_{n,i,1} = \hat{Y}_{n,i,1}^{(-k)}) \text{ is decreasing as } n \text{ increases (and } d \text{ remains fixed) and vice versa, this probability is increasing as } d \text{ (while } n \text{ remains fixed). Hence, this test statistic is small even when the hypothesis } \mathcal{H}_k \text{ is not true.}
\]

To correct for this problem we modify the test statistic such that

\[
(Y_{n,i,1}, \hat{Y}_{n,i,1}^{(-k)}) = (Y_{n,i,1}, \hat{Y}_{n,i,1}^{(-k)}) \text{ if } Y_{n,i,1} \neq \hat{Y}_{n,i,1}^{(-k)}
\]

and

\[
(Y_{n,i,1}, \hat{Y}_{n,i,1}^{(-k)}) = I_i(Y_{n,i,2}, \hat{Y}_{n,i,1}^{(-k)}) + (1 - I_i)(Y_{n,i,1}, \hat{Y}_{n,i,1}^{(-k)})
\]

otherwise (where \( Y_{n,i,2} \) denotes the labels of the second nearest neighbors of \( X_i \) among \( X_1, \ldots, X_{i-1}, X_{i+1}, \ldots, X_n \), with

\[
I_i = \begin{cases} 
0 & \text{with probability } 1/2, \\
1 & \text{with probability } 1/2,
\end{cases}
\]

yielding

\[
\tilde{L}^{(-k)}_n - \tilde{L}_n = \frac{1}{n} \sum_{i=1}^{n} Y_i (Y_{n,i,1} - \hat{Y}_{n,i,1}^{(-k)}).
\]

As in classical hypothesis testing, we need to find the limit distribution of the test statistic. The main difficulty here is that \( \tilde{L}^{(-k)}_n - \tilde{L}_n \) is an average of dependent random variables. However, this dependence has a special property, called exchangeable. Based on a central limit theorem for exchangeable arrays [1], we can show the following result.

**Theorem 1** Under the conditions of [1, Theorem 2], we have that

\[
\sqrt{n} (\tilde{L}^{(-k)}_n - \tilde{L}_n) \overset{d}{\to} N(0, 2L^* \mathbf{E}[Y^2])
\]

under the null hypothesis \( \mathcal{H}_k \).

In the above theorem, \( L^* \) and \( \mathbf{E}[Y^2] \) can be estimated by (2) and \( \frac{1}{n} \sum_{i=1}^{n} Y_i^2 \) respectively. Note that such a result is quite surprising, since under \( \mathcal{H}_k \) the smoothness of the regression function \( m \) and the dimension \( d \) do not count.

4 Simulations

First, consider the following nonlinear function with 4 uniformly distributed inputs on \([0, 1]^4\) with \( n = 1,000; Y = \sin(\pi X^{(1)}) \cos(\pi X^{(4)}) + \varepsilon, \) with \( \varepsilon \sim N(0, 0.1^2)\). Figure 1(a) illustrates the frequency of the true selected subset, true subset with additional component and full subset selected by the proposed test procedure during 1,000 runs. The significance level is set to 0.05.

Second, we experimentally verify Theorem 1 by means of bootstrap (10,000 replications). Consider the following five dimensional function with additive noise:

\[
Y = \sum_{i=1}^{5} c_i X_{c(i)} + \varepsilon, \text{ where } c_1 = 0 \text{ and } c_i = 1 \text{ for } i = 2, \ldots, 5. \text{ Let } X \text{ be uniform on } [0, 1]^5 \text{ and } \varepsilon \sim N(0, 0.05^2)\.
\]

Figure 1(b) shows the histogram of

\[
\sqrt{n}(\tilde{L}^{(-k)}_n - \tilde{L}_n)
\]

under the null hypothesis i.e., \( \mathcal{H}_k \) for \( k = 1 \). A Kolmogorov-Smirnov test confirms this result.

5 Conclusion

We have presented a simple nonparametric hypothesis test for detecting ineffective features. The simulation shows the capability of the proposed methodology.
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Abstract: Pattern recognition applied to whole-brain neuroimaging data, such as functional Magnetic Resonance Imaging (fMRI), has been successful at discriminating psychiatric patients from healthy subjects. However, predictive patterns obtained from whole-brain data are difficult to interpret in terms of the underlying neurobiology. As is generally accepted, most psychiatric disorders are brain connectivity disorders. Therefore, pattern recognition based on network models, in particular sparse models, should provide more scientific insight and potentially more powerful predictions than whole-brain approaches. Here, we build a novel sparse network-based discriminative modelling framework, based on Gaussian graphical models and L1-norm linear Support Vector Machines (SVM). This framework provides easier pattern interpretation, in terms of network changes, and we illustrate it by classifying patients with depression and controls, using fMRI data from a sad facial processing task.
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1 Introduction

Brain connectivity measures provide ways of assessing statistical relationships between signals from different brain regions [5]. These methods have revealed new insights into brain network function in general, and of network disfunction in psychiatric disorders [1]. A way of measuring connectivity is by estimating the inverse covariance (iCOV) matrix between brain regions under sparsity constraints. The zero entries in this matrix correspond to conditional independence between regions (and missing links in a Gaussian graphical model). This approach has been used for classification tasks [3] but, to our knowledge, it has not yet been combined with sparse discriminative classifiers to provide a fully sparse predictive modelling framework.

Here, we build a novel connectivity-based discriminative framework combining graphical Least Absolute Shrinkage and Selection Operator (gLASSO) and L1-norm linear SVM. We illustrate our technique by classifying patients with depression and controls, using fMRI data from a sad faces task. The resulting patterns are easier to interpret than whole-brain and non-sparse ones, by revealing a small set of connections that best discriminate between the groups.

2 Sparse network-based predictive modelling framework

2.1 Data preprocessing

For each subject, fMRI images are motion corrected and coregistered to an MNI template\(^1\). The images then undergo parcellation into \(p\) regions from a brain atlas. Regional mean time-series are estimated by averaging the fMRI signals over all spatial elements within each region. The pairwise inter-regional covariance matrix, \(\Sigma = [p \times p]\), is then computed from the averaged time-series.

2.2 Sparse graphs and predictive model

We then use gLASSO [4] to estimate a sparse (via regularisation, not thresholding) iCOV matrix for each subject, \(\Omega = \Sigma^{-1}\). gLASSO tries to find \(\Omega\) that maximises the penalised Gaussian log-likelihood: 

\[
\log \det \Omega - \text{tr}(\Sigma \Omega) - \lambda \|\Omega\|_1
\]

using a coordinate descent optimisation procedure [4], where \(\lambda\) is the regularisation parameter. The lower triangular entries of the iCOV matrices are then vectorised, divided by their norm, and used as features in a linear SVM [6] for classification. Linear L1-norm SVM solves the following optimisation problem:

\[
\min_{\omega} f(\omega) \equiv \|\omega\|_1 + C \sum_{i=1}^{k} \max(1 - y_i \omega^T x_i, 0)^2,
\]

where \(C > 0\), \(k\) is the number of examples, \(x_i \in \mathbb{R}^q\)

\(^1\)Montreal Neuroimaging Institute template.
are the feature vectors and $y_i = \{-1, +1\}$ the labels (e.g. control and patient). We use a leave-one-subject-per-group-out (LOSGO) cross-validation (CV) scheme (number of folds, $n_f$, = number of subjects in each group, $n_s$), with a nested LOSGO-CV ($n_f = n_s - 1$) to independently optimise the gLASSO regularisation parameter, $\lambda$, via maximum likelihood, and the C-parameter from SVM.

2.3 Pattern interpretation
The weight vector, $w$, is sparse, and its elements correspond to brain connections. Because each CV fold yields a different weight vector, we calculate how often each feature was selected across the repetitions. The connections that were selected at least half of the folds are referred to as the most discriminative set.

3 Experiments
We use the fMRI data of [2], from 19 medication-free patients with depression and 19 healthy volunteers. The paradigm involved implicit processing of sad faces of different emotional intensity (low, medium, and high). In addition to the above preprocessing, the data were smoothed in space using an 8 mm Gaussian filter. The images were parcellated into 137 regions: 122 from the BSA atlas\(^2\) and 15 from the Harvard-Oxford atlas\(^3\). Our sparse network model correctly classified 74% of patients and 89% of controls, corresponding to an accuracy of 82% (p-value < 0.05, permutation test with 1000 samples, Table 1). The inverse covariances were on average 83% sparse (total number of connections = 9316), while the most discriminative set of connections was 99% sparse and included: amygdala and hippocampus with temporal cortex; cingulate cortex with frontal cortex and thalamus; amygdala with precentral cortex; insula with frontal cortex (Figure 1).

Tab. 1: Accuracies of sparse network-based framework and L2-norm SVM based whole-brain (WB) approach on the same data [2]. WB (betas) use the WB coefficients of a general linear model from a univariate analysis for classification. The * denotes a p-value < 0.05.

<table>
<thead>
<tr>
<th>Model</th>
<th>Sens. (%)</th>
<th>Spec. (%)</th>
<th>Acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network-based</td>
<td>74</td>
<td>89</td>
<td>82*</td>
</tr>
<tr>
<td>WB (betas) [2]</td>
<td>72</td>
<td>82</td>
<td>77*</td>
</tr>
</tbody>
</table>

4 Discussion
Our results show that it is possible to discriminate patients with depression from controls based on sparse network-based predictive models. Compared to whole-brain analyses on the same data (using all emotional stimuli) [2], our approach provided higher accuracy, with the advantage of easier pattern interpretation, which aids the development of interpretable diagnostic tools for psychiatry. The most discriminative features are consistent with the literature [1], and highlight differences between the groups in circuitry associated with emotional regulation. Future work includes better pattern interpretation and validation with other datasets.
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In this context, statistical regime, especially with
\[ p \in \beta \in \epsilon \text{ with shrinkage factor } \epsilon \]
the Forward Stagewise algorithm \[1, 10\] (FSε) is a type of boosting algorithm \[10\] and is in general different from the Incremental Forward Stagewise Regression (FSε) by controlling the number of iterations along with the shrinkage parameter. Different choices of ε lead to different algorithms: a choice of \( \varepsilon = ||(\beta^k)^T X_j|| \) in (2)-(3) yields the Forward Stagewise algorithm (FS) \[1\] — which is a greedy version of best-subset selection. It is therefore natural to ask what criterion does the FSε algorithm optimize?, and what are its computational guarantees? Furthermore, since FSε produces a coefficient profile with implicit regularization, is it possible to characterize it via a constrained least squares fit (e.g., LASSO)? To the best of our knowledge, a simple and complete answer to the above questions are heretofore unknown, apart from some special cases. It is known that \textit{Infinitesimal} Incremental Forward Stagewise Regression (FSε), the limit of FSε as \( \varepsilon \to 0+ \) is the solution to a complicated differential equation \[1, 10\] and is in general different from the LASSO coefficient profile.

---

**1 Introduction**

Using tools from first-order methods in convex optimization, this paper establishes connections between sparse \( \ell_1 \) regression \[4\], the Incremental Forward Stagewise (Boosting) Algorithm \[10\] and the notion of regularization in boosting \[1\], and presents new computational guarantees for these methods. We consider the linear regression model \( y = X\beta + e \), with response \( y \in \mathbb{R}^n \), model matrix \( X \in \mathbb{R}^{n \times p} \), regression coefficients \( \beta \in \mathbb{R}^p \) and errors \( e \in \mathbb{R}^n \). In the high-dimensional statistical regime, especially with \( p \gg n \), a sparse linear model with few non-zero coefficients is often desirable. In this context \( \ell_1 \) penalized regression, i.e., LASSO \[4\]:

\[
\text{minimize} \quad \frac{1}{2} \| y - X\beta \|_2^2 \quad \text{subject to} \quad \| \beta \|_1 \leq \delta \quad (1)
\]

is often used to perform variable selection and shrinkage in the coefficients — and is known to yield models with good predictive performance.

**Incremental Forward Stagewise:** The Incremental Forward Stagewise algorithm \[1, 10\] (FSε for short) with shrinkage factor \( \varepsilon \) is a type of boosting algorithm for the linear regression problem. This generates a coefficient profile\(^1\) by repeatedly updating (by a small amount \( \varepsilon \) the coefficient of the variable most correlated with the current residuals. The algorithm is initialized with residual \( r^0 = y \) and \( \beta^0 = 0 \), and updates at iteration \( k \) as follows:

\[
\text{Compute } j_k \in \arg \max_{j \in \{1, \ldots, p\}} |(\beta^k)^T X_j| \text{ and update: } \\
\beta_{jk}^{k+1} \leftarrow \beta_{jk}^k + \varepsilon \text{sgn}((\beta^k)^T X_{jk}) \quad (2) \\
r_{jk}^{k+1} \leftarrow r_{jk}^k + \varepsilon \text{sgn}((\beta^k)^T X_{jk}) X_{jk} \quad (3)
\]

where \( \beta_{jk}^k \) is the \( j_k \)th coordinate of \( \beta^k \). Due to the update scheme (2), FSε has the following desirable sparsity properties\(^2\):

\[
\| \beta^k \|_1 \leq k \varepsilon \quad \text{and} \quad \| \beta^k \|_0 \leq k. \quad (4)
\]

In the presence of noise and specifically in the high-dimensional regime, it is desirable to have a regularized solution to obtain a proper bias-variance tradeoff. A principal reason behind why FSε (and other boosting algorithms in general) is attractive from a statistical viewpoint is because of its ability to deliver regularized solutions (4) by controlling the number of iterations along with the shrinkage parameter. Different choices of \( \varepsilon \) lead to different algorithms: a choice of \( \varepsilon = ||(\beta^k)^T X_j|| \) in (2)-(3) yields the Forward Stagewise algorithm (FS) \[1\] — which is a greedy version of best-subset selection. It is therefore natural to ask what criterion does the FSε algorithm optimize?, and what are its computational guarantees? Furthermore, since FSε produces a coefficient profile with implicit regularization, is it possible to characterize it via a constrained least squares fit (e.g., LASSO)? To the best of our knowledge, a simple and complete answer to the above questions are heretofore unknown, apart from some special cases. It is known that \textit{Infinitesimal} Incremental Forward Stagewise Regression (FSε), the limit of FSε as \( \varepsilon \to 0+ \) is the solution to a complicated differential equation \[1, 10\] and is in general different from the LASSO coefficient profile.

---

\(^1\)A coefficient profile is a path of coefficients \( \{\beta(\alpha)\}_{\alpha \in \alpha} \) where \( \alpha \) parametrizes the path. In the context of FSε, \( \alpha \) indexes the \( \ell_1 \) arc-length of the coefficients.

\(^2\)For a vector \( x \), \( ||x||_0 \) counts the number of non-zero entries.
Our Contributions: We derive novel complexity bounds for FS\(\epsilon\) and its flexible variants. We also show that a simple modification to FS\(\epsilon\) yields an \(O(1/k)\) convergent algorithm for LASSO for any \((\mathbf{y}, \mathbf{X}, \delta)\).

2 FS\(\epsilon\) as Subgradient Descent

Consider the non-smooth convex optimization problem:

\[
\min_{r \in \mathcal{P}_\text{res}} f(r) := \|\mathbf{X}^T r\|_\infty
\]

where \(\mathcal{P}_\text{res} := \{r \in \mathbb{R}^n : r = \mathbf{y} - \mathbf{X}\beta \text{ for some } \beta \in \mathbb{R}^p\}\) is the set of residuals. Note that (5) has optimal objective value of \(f^* = 0\). We establish the following connection.

Theorem 2.1. The FS\(\epsilon\) algorithm is an instance of the Subgradient Descent Method to solve problem (5), initialized at \(r^0 = \mathbf{y}\) and with a constant step-size of \(\varepsilon\) at each iteration.

Applying the computational complexity tools for the Subgradient Descent Method [3, 6], it is straightforward to establish the following computational guarantees.

Corollary 2.1. (Complexity of FS\(\epsilon\)) For the constant shrinkage factor \(\varepsilon\) it holds that:

\[
\min_{0 \leq k \leq \bar{k}} \|\mathbf{X}^T r^k\|_\infty \leq \frac{\|\mathbf{y}\|_2}{2 \varepsilon (k+1)} + \frac{\varepsilon \|\mathbf{X}\|_2}{2}.
\]

If we a priori decide to run FS\(\epsilon\) for \(k\) iterations and set \(\varepsilon := \|\mathbf{y}\|_2 / \|\mathbf{X}\|_{1,2} \sqrt{k+1}\) then

\[
\min_{0 \leq k \leq \bar{k}} \|\mathbf{X}^T r^k\|_\infty \leq \frac{\|\mathbf{X}\|_2 \|\mathbf{y}\|_2}{\sqrt{k+1}}.
\]

If instead, the shrinkage factor is dynamically chosen as \(\varepsilon = \varepsilon^k := \frac{\|\mathbf{X}^T r^k\|_\infty}{\|\mathbf{X}\|_{1,2}}\), then the bound (7) holds for all values of \(k\) without having to set \(k\) a priori.

3 A modified FS\(\epsilon\) for the LASSO

Suppose we modify (5) by adding a regularizing term to the objective function as follows:

\[
f_\delta^* = \min_{r \in \mathcal{P}_\text{res}} f_\delta(r) := \|\mathbf{X}^T r\|_\infty + \frac{1}{2\delta} \|r - \mathbf{y}\|_2^2,
\]

for some parameter \(\delta > 0\). We show that a rescaled version of the above problem is a dual of the LASSO (1), thereby demonstrating one way that LASSO arises as a quadratic regularization of (5). One method to solve (1) that has desirable sparsity properties similar to (4) is the Frank-Wolfe Method (also known as the conditional gradient method [3]). The Frank-Wolfe method with step-size sequence \(\{\alpha_k\}\), \(\alpha_k \in (0,1)\), applied to problem (1) is initialized with residual \(r^0 = \mathbf{y}\) and \(\beta^0 = 0\), and updates at iteration \(k\) as follows:

\[
\beta^{k+1} = (1 - \alpha_k)\beta^k + \alpha_k \delta sgn((\mathbf{r}^k)^T \mathbf{X}_{j_k}) e_{j_k}\]

\[
r^{k+1} = (1 - \alpha_k)n^k - \alpha_k \delta sgn((\mathbf{r}^k)^T \mathbf{X}_{j_k}) \mathbf{X}_{j_k}
\]

For a fixed step-size \(\bar{\alpha}_k := \frac{2}{\delta+2}\), observe that (9) can be rearranged to:

\[
\beta^{k+1} = \frac{\delta}{\varepsilon + \delta} [\beta^k + \varepsilon sgn((\mathbf{r}^k)^T \mathbf{X}_{j_k}) e_{j_k}]
\]

which is equivalent to the FS\(\epsilon\) update (2) modulo a multiplicative factor which keeps the coefficient profile within \(\{\beta : \|\beta\|_1 \leq \delta\}\). Using complexity guarantees concerning duality gaps for Frank-Wolfe, we establish the following computational complexity bounds that apply simultaneously for both problems (1) and (8).

Theorem 3.1. (Complexity of modified FS\(\epsilon\)) Suppose that we run the Frank-Wolfe method to solve problem (1) (with optimal objective function value \(L^*_\delta\), with step-size \(\bar{\alpha}_i = \frac{2}{\delta+2}\)). Then, after \(k \geq 1\) iterations, there exists an iteration \(i \in \{1, \ldots, k\}\) for which:

\[
\frac{1}{k} \|\mathbf{y} - \mathbf{X}\beta_i\|_2^2 - L^*_\delta \leq \frac{17.4 \|\mathbf{X}\|_2^2 \delta^2}{k}
\]

\[
\frac{1}{k} \|\mathbf{X}^T (\mathbf{y} - \mathbf{X}\beta_i)\|_\infty + \frac{1}{2\delta} \|\mathbf{X}\beta_i\|_2^2 - f^*_\delta \leq \frac{17.4 \|\mathbf{X}\|_2^2 \delta}{k}
\]

\[
\frac{1}{k} \|\mathbf{X}^T (\mathbf{y} - \mathbf{X}\beta_i)\|_\infty \leq \frac{1}{2\delta} \|\mathbf{y}\|_2^2 + \frac{17.4 \|\mathbf{X}\|_2^2 \delta}{k}
\]

in addition to satisfying \(\|\beta_i\|_1 \leq \delta, \|\beta_i\|_0 \leq i\). If instead we fix the number of iterations \(k \geq 1\) a priori, set \(\bar{\alpha}_0 := 1\) and then use an appropriately chosen constant step-size (11) for \(k \geq 1\), then the \(O\left(\frac{1}{k}\right)\) terms in the above inequalities become \(O\left(\log k\right)\) terms.

4 Extensions and Conclusions

Many of the results of this paper extend to the problem of boosting. Moreover, all of the methods considered in this paper fall into the broad family of dual averaging methods to solve (5) [2], which immediately yield bounds for (5). Additional references and comments can be found in the Supplementary Materials section A.
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Abstract: Here we address the problem of learning pinball loss SVM model. We utilize modified Pegasos algorithm for large scale problems. The latter type of problems is leveraged for linearly non-separable cases via Nyström approximation and Fixed-Size approach. We present an outline of the improved Pegasos algorithm and a complete learning procedure within the Fixed-Size setting.
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1 Introduction

Recent research in linear Support Vector Machines (SVM) [1, 4, 8] justified the importance of the first order stochastic approaches in bringing these machine learning techniques to large scale. Computation of the full gradient sometimes might be not feasible while stochastic approximation [7] to the original optimization problem only to some degree increases the number of iterations to converge\(^1\). Here we consider another aspect of learning SVM models in the primal and particularly put our attention to using another loss function.

Pegasos [8] has become a widely acknowledged algorithm for learning linear SVM and has attracted research interest because of the strongly convex optimization objective and better convergence bounds. Pegasos utilizes the hinge loss which replaces the original linear constraints while making the SVM objective unconstrained. With the proper projection step Pegasos achieves a solution of accuracy \(\epsilon\) in \(O(\frac{R^2}{\lambda \epsilon})\) iterations where \(\lambda\) is the regularization parameter and \(R\) is the radius of the smallest ball containing all training samples. We would like to stress the fact that the hinge loss plays an important but not the essential role in establishing the results of Pegasos.

Here we enrich the class of loss functions applicable for Pegasos with the pinball loss [3]. We show some advantages and potential strengths of using the pinball loss within the Pegasos framework. We apply Pegasos together with the Fixed-Size approach [10, 11] to achieve better classification accuracy and to extend the method to the nonlinear case.

\(^1\)We should note that without any stronger assumptions about our data the stochastic gradient approach delivers sublinear convergence rate compared to the linear one in the full gradient approach.

2 Pinball loss SVM

The sensitivity to noise or the instability to re-sampling comes from the fact that in hinge loss SVM, the distance between two sets is measured by the nearest points. Hence, one way to overcome this weak point is to change the definition of distance between two sets. For example, if we use the distance of the nearest 30\% points to measure the distance between two sets, the results are less sensitive. Such distance is a kind of quantile value, which is closely related to pinball loss defined by

\[
L_\tau(w; (x, y)) = \begin{cases} 
1 - y\langle w, x \rangle & y\langle w, x \rangle \leq 1, \\
(\tau y\langle w, x \rangle - 1) & y\langle w, x \rangle > 1,
\end{cases}
\]

where the reasonable range of \(\tau\) is \([0, 1]\) as explained in [3] and the related SVM decision function is defined by \(f(x) = \langle w, x \rangle\). The pinball loss \(L_\tau\) has been applied for quantile regression, see, e.g. [6] [2] and [9]. Motivated by the relationship between pinball loss and quantile value, we proposed the following pinball loss SVM in [3],

\[
\min_w \frac{\lambda}{2} \|w\|^2 + \frac{1}{m} \sum_{(x, y) \in S} L_\tau(w; (x, y)).
\]

Hinge loss is a special case of pinball loss in Eq.(1) with \(\tau = 0\). Accordingly, pinball loss SVM in Eq.(2) is an extension to hinge loss SVM. It has been shown in [3] that pinball and hinge loss SVMs have similar computational complexity and consistency property. Besides, the result of pinball loss SVM is less sensitive to noise around the boundary.

3 Pegasos with Pinball Loss

3.1 Outline of the algorithm

In Algorithm 1 we can see a major “for” loop where gradient and projection steps are taking place and a
minor ”if” condition which terminates execution if the norm of the difference of two subsequent w vectors is less than ϵ. In Algorithm 1 we denote the whole dataset by S and at each iteration select randomly k samples for computation of the subgradient.

$$\nabla_t = \lambda w_t - \frac{1}{|A_t|} \left[ \sum_{(x,y) \in A_t^+} yx - \sum_{(x,y) \in A_t^-} \tau yx \right]$$

(3)

where \(\nabla_t\) additionally depends on the \(\tau\) parameter of the pinball loss and \(A_t\) stands for the subset of \(A_t\) where \(y(w, x) > 1\) and \(A_t^-\) is the reciprocal subset where \(y(w, x) < 1\). For additional details and supplementary analysis we refer to our paper [5]. Another important issue is related to the computation of the bias term. We should emphasize that the bias term \(\rho\) is not part of our instantaneous optimization objective and we perform computation of it just to return convenient and ubiquitous representation of the SVM decision function by \(\hat{y} = \text{sign}(\langle w, x \rangle + \rho)\) where \(\rho\) is returned in the Line 10 and 13 of Algorithm 1 together with \(w\) vector.

3.2 Complete procedure

In Algorithm 2 the ”PegasosPBL” function stands for the shortcut of Algorithm 1. The ”ComputeNyströmApprox” function denotes the Fixed-Size part where we first compute \(m \times m\) RBF kernel matrix\(^2\) from the data points found by the maximization of Renyi entropy in ”FindActiveSet” function and then we apply Nyström approximation

$$\Phi_i(x) = \frac{1}{\sqrt{\lambda_{i,m}}} \sum_{l=1}^{m} u_{i,m} k(x_l, x),$$

(4)

\(\text{Algorithm 1: Pagasos with pinball loss}\)

| Data: \(S, \lambda, \tau, T, k, \epsilon\) |
| Select \(w_{t}||w(1)|| \leq 1/\sqrt{X}\) |
| for \(t = 1 \rightarrow T\) do |
| Set \(n_t = \frac{n}{t}\) |
| Select \(A_t \subseteq S\), where \(|A_t| = k\) |
| \(\rho = \frac{1}{|S|}\sum_{(x,y) \in A_t} y(x(w_t, x))\), |
| \(A_t^+ = \{(x,y) \in A_t : y(x(w_t, x) + \rho) < 1\}\), |
| \(A_t^- = \{(x,y) \in A_t : y(x(w_t, x) + \rho) > 1\}\), |
| \(w_{t+1} = w_t - \frac{1}{n_t} \sum_{(x,y) \in A_t^+} yx - \sum_{(x,y) \in A_t^-} \tau yx\) \(\frac{1}{|A_t|}\) |
| if \(\|w_{t+1} - w_t\| \leq \epsilon\) then |
| return \((w_{t+1}, \frac{1}{|S|} \sum_{(x,y) \in S} y(x(w, x)))\) |
| end |
| return \((w_{T+1}, \frac{1}{|S|} \sum_{(x,y) \in S} y(x(w, x)))\) |

\(\text{Algorithm 2: Fixed-Size Pegasos with pinball loss}\)

| input : training data \(S\) with \(|S| = n\), labeling \(Y\), parameters \(\lambda, \tau, T, k, \epsilon, m\) |
| output: mapping \(\Phi(x), \forall x \in S\), SVM model given by \(w\) and \(\rho\) |

begin |
| \(S_t \leftarrow \text{FindActiveSet}(S, m)\); |
| \(\Phi(x) \leftarrow \text{ComputeNyströmApprox}(S_t)\); |
| \(X \leftarrow [\Phi(x_1)^T, \ldots, \Phi(x_n)^T]^T\); |
| \([w, \rho] \leftarrow \text{PegasosPBL}(X, Y, \lambda, \tau, T, k, \epsilon)\); |

end

where \(\lambda_{i,m}\) and \(u_{i,m}\) denote the i-th eigenvalue and the i-th eigenvector of the RBF kernel matrix \(K\) to derive our approximate feature map \(\Phi(x)\). Finally we stack our explicit feature vectors in matrix \(X\) and proceed to the function ”PegasosPBL”.
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Abstract: A rather flexible approach to multi-task learning consists in solving a regularization problem where a suitable kernel is used to model joint relationships between both inputs and tasks. Since specifying an appropriate multi-task kernel in advance is not always possible, estimating one from the data is often desirable. Herein, we overview a class of techniques for learning a multi-task kernel that can be decomposed as the product of a kernel on the inputs and one on the task indices. The kernel on the task indices (output kernel) is optimized simultaneously with the predictive function by solving a joint two-level regularization problem.
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1 Learning Multi-Task Kernels

Predictive performances of kernel-based regularization methods are highly influenced by the choice of the kernel function. Such influence is especially evident in the case of multi-task learning where, in addition to specifying input similarities, it is crucial to correctly model inter-task relationships. Designing the kernel allows to incorporate domain knowledge by properly constraining the function class over which the solution is searched. Unfortunately, in many problems the available knowledge is not sufficient to uniquely determine a good kernel in advance, making it highly desirable to have data-driven automatic selection tools. This need has motivated a fruitful research stream which has led to the development of a variety of techniques for learning the kernel.

For a broad class of multi-task (or multi-output) learning problems, a kernel can be used to specify the joint relationships between inputs and tasks [1]. Generally, it is necessary to specify similarities of the form $K((x_1, i), (x_2, j))$ for every pair of input data $(x_1, x_2)$ and every pair of task indices $(i, j)$. However, a very common way to simplify modeling is to utilize a multiplicative decomposition of the form

$$K((x_1, i), (x_2, j)) = K_X(x_1, x_2)K_Y(i, j),$$

where the input kernel $K_X$ is decoupled from the output kernel $K_Y$. The same structure can be equivalently represented in terms of a matrix-valued kernel

$$H(x_1, x_2) = K_X(x_1, x_2) \cdot L,$$

where $L$ is a symmetric and positive semidefinite matrix with entries $L_{ij} = K_Y(i, j)$.

Even after imposing such simplified model, specifying the inter-task similarities in advance may still be impractical. Indeed, it is often the case that multiple learning tasks are known to be related, but no precise information about the structure or the intensity of such relationships is available. Simply fixing $L$ to the identity is clearly suboptimal since it amounts to share no information between the tasks. On the other hand, wrongly specifying the entries may lead to a severe performance degradation. It is therefore clear that, whenever the task relationships are subject to uncertainty, learning them from the data is the only meaningful way to proceed.

The most widely developed approach to automatic kernel selection, known as Multiple Kernel Learning (MKL), consists in learning a conic combination of basis kernels of the form

$$K = \sum_{k=1}^{N} d_k K_k, \quad d_k \geq 0.$$  

Appealing properties of MKL methods include the ability to perform selection of a subset of kernels via sparsity, and tractability of the associated optimization
problem, typically (re)formulated as a convex program. Apparently, the MKL approach can be also used to learn a multi-task kernel of the form
\[
K((x_1,i),(x_2,j)) = \sum_{k=1}^{N} d_k K^k_x(x_1,x_2) K^k_y(i,j),
\]
that includes the possibility of optimizing the matrix \( L \) in (1) as a conic combination of basis matrices. In principle, proper complexity control allows to combine an arbitrarily large, even infinite [2], number of kernels. However, computational and memory constraints force the user to specify a relatively small dictionary of basis kernels to be combined, which again calls for a certain amount of domain knowledge.

2 Output Kernel Learning

A more direct approach to synthesize the output kernel from the data consists in solving a two-level regularization problem of the form
\[
\min_{k \in S^+} \left[ \min_{f \in \mathcal{H}_L} \left( \sum_{i=1}^{f} \sum_{j=1}^{m} V(y_{ij}, f_j(x_{ij})) + \|f\|_{\mathcal{H}_L}^2 + \Omega(L) \right) \right],
\]
where \( V \) is a suitable loss function, \( \mathcal{H}_L \) is the Reproducing Kernel Hilbert Space of vector-valued functions associated with the reproducing kernel (1), \( \Omega \) is a suitable matrix regularizer, and \( S^+ \) is the cone of symmetric and positive semidefinite matrices. We call such an approach Output Kernel Learning (OKL).

A technique of this kind was introduced in [3] for the case where \( L \) is a square loss function, \( \Omega \) is the squared Frobenius norm, and the input data \( x_{ij} \) are the same for all the output components \( f_j \). Such special structure of the objective functional allows to develop an effective block coordinate descent strategy where each step involves the solution of a Sylvester linear matrix equation. Regularizing the output kernel with a squared Frobenius norm leads to a simple and effective computational scheme. However, we may want to encourage different types of regularization structures in the output space. Along this line, [4] introduces low-rank OKL, a method to discover relevant low dimensional subspaces of the output space by learning a low-rank kernel matrix. This is achieved by regularizing the output kernel with a combination of the trace and a rank indicator function, namely
\[
\Omega(L) = \text{tr}(L) + I(\text{rank}(L) \leq p).
\]
For \( p = m \), the hard-rank constraint disappears and \( \Omega \) reduces to the trace norm which, as it is well known, encourages low-rank solutions. Setting \( p < m \) gives up the convexity of the regularizer but, on the other hand, allows to set a hard bound on the rank of the output kernel, which can be useful for both computational and interpretative reasons. Low-rank OKL enjoys interesting properties and interpretations. Just as sparse MKL with a square loss can be seen as a nonlinear generalization of (grouped) Lasso, low-rank OKL is a natural kernel-based generalization of reduced-rank regression, a popular multivariate technique in statistics.

For problems where the inputs \( x_{ij} \) are the same for all the tasks, optimization for low-rank OKL can be performed by means of a rather effective procedure that iteratively computes eigendecompositions. Importantly, the size of the involved matrices can be controlled by selecting the parameter \( p \). Unfortunately, more general multi-task learning problems where each task is sampled in correspondence with different inputs require completely different methods. If a square loss is adopted, it turns out that an effective strategy to approach these problems consists in iteratively apply inexact Preconditioned Conjugate Gradient (PCG) solvers [5] to suitable linear operator equations that arise from the optimality conditions.

3 Concluding remarks and future directions

Learning output kernels via regularization is an effective way to solve multi-task learning problems where the relationships between the tasks are highly uncertain. The OKL framework that we have sketched in the previous section is rather general and can be developed in various directions. Effective optimization techniques for more general (non-quadratic) loss functions are still lacking and the use of a variety of matrix penalties for the output kernel matrix is yet to be explored.
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Abstract: In this paper we describe a novel extension of the support vector machine, called the deep support vector machine (DSVM). The original SVM has a single layer with kernel functions and is therefore a shallow model. The DSVM can use an arbitrary number of layers, in which lower-level layers contain support vector machines that learn to extract relevant features from the input patterns or from the extracted features of one layer below. The highest level SVM performs the actual prediction using the highest-level extracted features as inputs. The system is trained by a simple gradient ascent learning rule on a min-max formulation of the optimization problem. A two-layer DSVM is compared to the regular SVM on ten regression datasets and the results show that the DSVM outperforms the SVM.
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1 Introduction

Machine learning algorithms are very useful for regression and classification problems. These algorithms learn to extract a predictive model from a dataset of examples containing input vectors and target outputs. Among all machine learning algorithms, one of the most popular methods is the SVM. SVMs have been used for many engineering applications such as object recognition, document classification, and different applications in bio-informatics, medicine and chemistry.

Limitations of the SVM. There are two important limitations of the standard SVM. The first one is that the standard SVM only has a single adjustable layer of model parameters. Instead of using such “shallow models”, deep architectures are a promising alternative [4]. Furthermore, SVMs use a-priori chosen kernel functions to compute similarities between input vectors. A problem is that using the best kernel function is important, but kernel functions are not very flexible.

Related Work. Currently there is a lot of research in multi-kernel learning (MKL) [1, 5]. In MKL, different kernels are combined in a linear or non-linear way to create more powerful similarity functions for comparing input vectors. However, often only few parameters are adapted in the (non-linear) combination functions. In [2], another framework for two-layer kernel machines is described, but no experiments were performed in which both layers used non-linear kernels.

Contributions. We propose the deep SVM (DSVM), a novel algorithm that uses SVMs to learn to extract higher-level features from the input vectors, after which these features are given to the main SVM to do the actual prediction. The whole system is trained with simple gradient ascent and descent learning algorithms on the dual objective of the main SVM. The main SVM learns to maximize this objective, while the feature-layer SVMs learn to minimize it. Instead of adapting few kernel weights, we use large DSVM architectures, sometimes consisting of a hundred SVMs in the first layer. Still, the complexity of our DSVM scales only linearly with the number of SVMs compared to the standard SVM. Furthermore, the strong regularization power of the main SVM prevents overfitting.

2 The Deep Support Vector Machine

We use regression datasets: \( \{(x_1, y_1), \ldots, (x_t, y_t)\} \), where \( x_i \) are input vectors and \( y_i \) are the target outputs. The architecture of a two-layer DSVM is shown in Figure 1. First, it contains an input layer of \( D \) inputs. Then, there are a total of \( d \) pseudo-randomly initialized SVMs \( S_a \), each one learning to extract one feature \( f(x) \) from an input pattern \( x \). Finally, there is the main support vector machine \( M \) that approximates the target function using the extracted feature vector as
input. For computing the feature-layer representation $f(x)$ of input vector $x$, we use:

$$f(x)_a = \sum_{i=1}^{T} (\alpha_i^*(a) - \alpha_i(a))K(x_i, x) + b_a,$$

which iteratively computes each element $f(x)_a$. In this equation, $\alpha_i^*(a)$ and $\alpha_i(a)$ are SVM coefficients for SVM $S_a$, $b_a$ is its bias, and $K(\cdot, \cdot)$ is a kernel function. For computing the output of the whole system, we use:

$$g(f(x)) = \sum_{i=1}^{T} (\alpha_i^* - \alpha_i)K(f(x)_i, f(x)) + b.$$

**Learning Algorithm.** The learning algorithm adjusts the SVM coefficients of all SVMs through a min-max formulation of the dual objective $W$ of the main SVM:

$$\min_{f(x)} \max_{\alpha^*} W(f(x), \alpha^{(x)}) = -\varepsilon + \frac{1}{2} \sum_{i=1}^{T} (\alpha_i^* + \alpha_i) + \sum_{i=1}^{T} (\alpha_i^* - \alpha_i) y_i - \frac{\lambda}{2} \sum_{i=1}^{T} (\alpha_i^* - \alpha_i)(\alpha_i^* - \alpha_i)K(f(x_i), f(x_j))$$

We have developed a simple gradient ascent algorithm to train the SVMs. The method adapts the SVM coefficients $\alpha^{(x)}$ (standing for all $\alpha_i^* + \alpha_i$) toward a (local) maximum of $W$, where $\lambda$ is the learning rate: $\alpha_i^* \leftarrow \alpha_i^* + \lambda \cdot \delta W / \delta \alpha_i^*$. The resulting gradient ascent learning rule for $\alpha_i$ is:

$$\alpha_i = \alpha_i + \lambda(\varepsilon - y_i + \sum_j (\alpha_j^* - \alpha_j)K(f(x_i), f(x_j)))$$

We use radial basis function (RBF) kernels in both layers of a two-layered DSVM. Results with other kernels were worse. For the main SVM:

$$K(f(x_i), f(x)) = \exp(-\sum_a \frac{(f(x_i)_a - f(x)_a)^2}{\sigma_m})$$

The system constructs a new dataset for each feature-layer SVM $S_a$ with a backpropagation-like technique for making examples: $(x_i, f(x_i)_a - \mu \cdot \delta W / \delta f(x_i)_a)$, where $\mu$ is some learning rate, and $\delta W / \delta f(x_i)_a$ is given by:

$$\frac{\delta W}{\delta f(x_i)_a} = \frac{1}{\sigma_m} (\alpha_i^* - \alpha_i) \sum_{j=1}^{T} \frac{f(x_j)_a - f(x)_a}{\sigma_m}$$

The feature extracting SVMs are pseudo-randomly initialized and then alternated training of the main SVM and feature layer SVMs is executed a number of epochs. The bias values are computed from the average errors.

### 3 Experimental Results

We experimented with 10 regression datasets to compare the DSVM to an SVM, both using RBF kernels. Both methods are trained with our simple gradient ascent learning rule, adapted to also consider penalties, e.g. for obeying the bias constraint. The first 8 datasets are described in [3] and the other 2 datasets are taken from the UCI repository. The number of examples per dataset ranges from 43 to 1049, and the number of features is between 2 and 13. The datasets are split into 90% training data and 10% testing data. For optimizing the learning parameters we have used particle swarm optimization. Finally, we used 1000 or 4000 times cross-validation with the best found parameters to compute the mean squared error and its standard error.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SVM results</th>
<th>DSVM results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseball</td>
<td>0.02413 ± 0.00011</td>
<td>0.02294 ± 0.00010</td>
</tr>
<tr>
<td>Boston H.</td>
<td>0.006838 ± 0.000095</td>
<td>0.006381 ± 0.000090</td>
</tr>
<tr>
<td>Concrete</td>
<td>0.0706 ± 0.00007</td>
<td>0.06621 ± 0.00005</td>
</tr>
<tr>
<td>Electrical</td>
<td>0.00638 ± 0.00007</td>
<td>0.00661 ± 0.00007</td>
</tr>
<tr>
<td>Diabetes</td>
<td>0.02719 ± 0.00026</td>
<td>0.02327 ± 0.00022</td>
</tr>
<tr>
<td>Machine-CPU</td>
<td>0.00805 ± 0.00018</td>
<td>0.00638 ± 0.00012</td>
</tr>
<tr>
<td>Mortgage</td>
<td>0.000080 ± 0.000001</td>
<td>0.000080 ± 0.000001</td>
</tr>
<tr>
<td>Stock</td>
<td>0.000086 ± 0.000006</td>
<td>0.000757 ± 0.000005</td>
</tr>
<tr>
<td>Auto-MPG</td>
<td>6.852 ± 0.091</td>
<td>6.715 ± 0.092</td>
</tr>
<tr>
<td>Housing</td>
<td>8.71 ± 0.14</td>
<td>9.30 ± 0.15</td>
</tr>
</tbody>
</table>

Tab. 1: The mean squared errors and standard errors of the SVM and the two-layer DSVM on 10 regression datasets.

Table 1 shows the results. The results of the DSVM are significantly better for 6 datasets ($p < 0.001$) and worse on one. From the results we can conclude that the DSVM is a powerful novel machine learning algorithm. More research, such as adding more layers and implementing more powerful techniques to scale up to big datasets, can be done to discover its full potential.
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1 Introduction

Estimating the smallest linear space supporting data drawn from an unknown distribution is a classical problem in machine learning and statistics, with several established algorithms addressing it, most notably PCA and kernel PCA [2, 3]. Thus knowledge of the speed of convergence of these estimators with respect to the sample size, and the algorithms’ parameters is of considerable practical importance.

We use tools from linear operator theory to arrive at novel learning rates for the subspace estimation problem. These rates are significantly sharper than existing ones, under typical assumptions on the eigenvalue decay rate of the covariance. Furthermore, they cover a wider range of performance metrics.

Problem statement. Given a measure \( \rho \) with support \( M \) in the unit ball of a separable Hilbert space \( \mathcal{H} \), we consider the problem of estimating, from \( n \) i.i.d. samples \( X_n = \{x_i\}_{i=1}^n \), the smallest linear subspace \( S_\rho \) that includes \( M \), that is, \( S_\rho := \text{span}(M) \).

The quality of an estimated subspace \( \hat{S} \), for a given metric (pseudo-metric) \( d \), is characterized in terms of bounds of the form

\[
P\left[ d(S_\rho, \hat{S}) \leq \varepsilon(\delta, n) \right] \geq 1 - \delta, \quad 0 < \delta < 1. \tag{1}
\]

Common choices of \( \hat{S} \) are the empirical estimate \( \hat{S}_n := \text{span}(X_n) \), and the \( k \)-truncated (kernel) PCA estimate \( \hat{S}_n^k \) (where \( \hat{S}_n^k = \hat{S}_n \)).

Performance criteria. A natural performance criteria is the so-called reconstruction pseudometric

\[
d_R(S_\rho, \hat{S}) := \mathbb{E}_x \|P_{\rho x} - P_{\hat{S}}\|_2^2
\]

where \( P_{V} \) is the metric projection onto a subspace \( V \). Another important criterion is the gap distance

\[
d_G(S_\rho, \hat{S}) := \|P_{S_\rho} - P_{\hat{S}}\|_\infty, \tag{2}
\]

which measures, inside the unit ball, the maximum distance to \( \hat{S} \) over points in \( S_\rho \).

By letting \( C_\rho := \mathbb{E}_x \|x \otimes x\|_2 \) be the (uncentered) covariance operator associated to \( \rho \), and defining

\[
d_{\alpha, p}(S_\rho, \hat{S}) := \|(P_{S_\rho} - P_{\hat{S}})C_\rho^\alpha\|_p
\]

we notice that it is both \( d_R(S_\rho, \cdot) = d_{1/2, 2}(S_\rho, \cdot)^2 \), and \( d_G = d_{0, \infty} \), and therefore the two metrics can be analyzed using common tools.

![Figure 1: Expected distance from a random sample to the empirical k-truncated kernel-PCA -subspace estimate, as a function of k (n = 1000, 1000 trials shown in a boxplot). Our predicted plateau threshold k* (Cor. 2.2) is a good estimate of the value k past which the distance stabilizes.](image)

1.1 Example

Consider a simple one-dimensional uniform distribution embedded into a reproducing-kernel Hilbert space \( \mathcal{H} \) (using the exponential of the \( \ell_1 \) distance as kernel). Figure 1 is a box plot of \( d_R(S_\rho, \hat{S}_n^k) \), where \( \hat{S}_n^k \) is the \( k \)-truncated kernel-PCA estimate, with \( n = 1000 \) and varying \( k \). Note that, while \( d_R \) is computed analytically in this example, and \( S_\rho \) is fixed, the estimate \( \hat{S}_n^k \) is a random variable, and hence the variability in the graph. The graph is highly concentrated around a curve with a steep initial drop, until reaching some sufficiently high \( k \), past which the reconstruction (pseudo) distance becomes stable, and does not vanish. In our experiments, this behavior is typical for the reconstruction distance.
and high-dimensional problems.

Notice that our bound for this case (Cor. 2.3) similarly predicts a steep performance drop until a value $k = k^*$ (indicated in the figure by the vertical blue line), and a plateau afterwards.

2 Learning Rates

Our main technical contribution is a bound of the form of Eq. (1). We begin by stating it in the most general form in Th. 2.1, which bounds the general distance $d_{a,p}$ given a known covariance $C_p$.

**Theorem 2.1.** Let \{\(x_i\)\}_{i=1}^n be drawn i.i.d. according to a probability measure \(\rho\) supported on the unit ball of a separable Hilbert space \(\mathcal{H}\), with covariance \(C_p\). Assuming \(n > 3\), \(0 < \delta < 1\), \(0 \leq \alpha \leq \frac{1}{2}\) and \(k \geq 1\), it holds

\[
P\left(d_{a,p}(S_p, \hat{S}_n^k) \leq 4t^\alpha \|C_p^\alpha(C_p + t)^{-\alpha}\|_p\right) \geq 1 - \delta
\]

where \(t = \max\{\sigma_k, \frac{2}{n} \log \frac{n}{\delta}\}\), and \(\sigma_k\) is the \(k\)-th top eigenvalue of \(C_p\).

We say that \(C_p\) has eigenvalue decay rate of order \(r\) if there are a constants \(q, Q > 0\) such that \(\sigma_j \leq Q j^{-r}\), where \(\sigma_j\) are the (decreasingly ordered) eigenvalues of \(C_p\), and \(r > 1\). Such knowledge can be incorporated into Th. 2.1 to obtain explicit learning rates, as follows.

**Corollary 2.2** (Polynomial eigenvalue decay). Let \(C_p\) have eigenvalue decay rate of order \(r\). Under the assumptions of Th. 2.1, it is, with probability \(1 - \delta\)

\[
d_{a,p}(S_p, \hat{S}_n^k) \leq Q' \min\{k, k^*\}^{-\alpha + \frac{1}{2}}
\]

where \(k^* = \left(\frac{q^n}{\log n}\right)^{\frac{1}{r}}\), and \(Q'\) is a constant whose value is omitted here for brevity.

Finally, by particularizing Cor. 2.2 to the reconstruction distance \(d_R\), and choosing the predicted optimal \(k = k^*\), we obtain the following result.

**Corollary 2.3** (Reconstruction distance). Letting \(C_p\) have eigenvalue decay rate of order \(r\), and \(k^*\) be as in Cor. 2.2, it holds with probability \(1 - \delta\):

\[
d_R(S_p, \hat{S}_n^{k^*}) = O \left(\left(\frac{\log n}{n}\right)^c\right)
\]

where \(c = 1 - 1/r\).

Note that, as is, Th. 2.1 does not provide a useful bound for the gap-metric \(d_{a,\infty}\). We obtain bounds for this metric independently, but they are omitted here in the interest of conciseness.

3 Discussion

Figure 2 shows a comparison of our learning rates with existing rates in the literature [1, 4]. The plot shows the polynomial decay rate \(c\) of \(d_R(S_p, \hat{S}_n^k) = O(n^{-s})\), as a function of the eigenvalue decay rate \(r\) of the covariance \(C_p\), computed at the best value \(k^*\) (which minimizes the bound).

The rate exponent \(c\), under a polynomial eigenvalue decay assumption for \(C_p\), is \(c = \frac{s(r-1)}{r-r+1}\) for [1] and \(c = \frac{r-1}{s} + 1\) for [4], where \(s\) is related to the fourth moment. Note that, among the two (purple and black) that operate under the same assumptions, ours (purple line) is the best by a wide margin. The top, best performing, dashed line [1] is obtained for the best possible fourth-order moment \(s = 2r\), and therefore it is not a fair comparison. However, it is worth noting that our bounds perform almost as well as the most restrictive one, even when we do not include any fourth-order moment constraints.
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1 Introduction

Kernel based methods have been proved to be a powerful technique for nonlinear system identification [6]. The established approach to handle systems with multiple outputs is to estimate independent models for each output. This approach is suboptimal however. Consider the scenario described in [1] which analyzes time series acquired from the Belgian power distribution network. The data set contains measurements from several hundred substations and the referenced work identified 7 profiles which can be used to explain the measurements of all substations. This illustrates a large amount of redundancy contained in the data which cannot be captured by estimating individual models for each output. To utilize such relationships among several variables for improved model performance, this paper proposes the use of nuclear norm regularization [4].

The combination of a kernel based model and nuclear norm regularization is still challenging. A representer theorem has been proved in [2] for a class of matrix regularizers including the nuclear norm. This contribution however adopts a novel primal-dual approach. The primal-dual formulation makes it straightforward to include prior information in terms of additional constraints and in general is very flexible as demonstrated in [5].

2 Problem statement

The parametric model formulation is a direct extension of support vector models in a primal-dual setting. For a pair of inputs and outputs \((x_t, y_t)\), the model equation is given by

\[
y_t^{(i)} = w_i^T \varphi(x_t) + b_i
\]

for \(i = 1, \ldots, M\) and \(y_t = [y_t^{(1)}, \ldots, y_t^{(M)}]^T\). Here \(w_i \in \mathbb{R}^n_k\) denotes the parameter vector for the \(i\)-th output and \(b_i\) is the corresponding intercept. The nonlinear map \(\varphi: \mathbb{R}^D \to \mathbb{R}^n_k\) is referred to as feature map and often only implicitly defined by the relation \(K(x, y) = \varphi(x)^T \varphi(y)\). A popular choice for the positive semidefinite kernel function \(K\) is the Gaussian RBF kernel \(K_{\text{RBF}}(x, y) = \exp(-||x - y||^2/\sigma^2)\).

Given data \(\{(x_t, y_t)\}_{t=1}^N\) a model of the form specified by (1) can be estimated by solving the following convex problem,

\[
\begin{align*}
\min_{W, b, e_t} & \quad \eta \|W\|_s + \frac{1}{2} \sum_{t=1}^N e_t^T e_t \\
\text{subject to} & \quad y_t = W^T \varphi(x_t) + b + e_t, \ t \in S,
\end{align*}
\]

where \(S = \{1, \ldots, N\}\). Note the use of the nuclear norm \(\|\cdot\|_s\) as regularization term. This imposes a connection between the different output variables as motivated in the introduction. However the deviation from the classical quadratic regularization term \(\text{vec}(W)^T \text{vec}(W)\) requires a new solution strategy to obtain a kernel based model, which is outlined in the next section.

3 Kernel based formulation

3.1 Dual optimization problem

In kernel based models the parametric problem (2) can often not be solved directly as the feature map \(\varphi\) is not explicitly known. One popular way of obtaining a tractable problem is deriving the Lagrange dual. To handle the nondifferentiable objective one can reformulate the nuclear norm by using the definition of the dual norm

\[
\|W\|_s = \max_{\|C\|_2 \leq 1} \text{tr}(C^T W)
\]

where \(\|\cdot\|_2\) is the spectral norm. This allows the derivation of the following lemma.

Lemma 1. The solution to (2) is equivalent to the solution of its Lagrange dual

\[
\begin{align*}
\max_{A \in \mathbb{R}^{M \times N}} & \quad \text{tr}(A^T Y) - \frac{1}{2} \text{tr}(A^T A) \\
\text{subject to} & \quad A1_N = 0_M, \quad A\Omega A^T \preceq \eta^2 I_M
\end{align*}
\]
with \( Y = [y_1, \ldots, y_N] \in \mathbb{R}^{M \times N}, 1_N \in \mathbb{R}^N \) a vector of all ones, \( 0_M \in \mathbb{R}^M \) a vector of all zeros and \( I_M \) the identity matrix of size \( M \). The elements of the Gram matrix \( \Omega \) are computed according to \( \Omega_{ij} = \varphi(x_i)^T \varphi(x_j) = K(x_i, x_j) \) for \( i, j = 1, \ldots, N \).

The proof of this lemma can be found in Chapter 6 of [3]. Note that the quadratic matrix inequality constraint in (4) can be reformulated into a linear constraint by the Schur complement or by taking a square root on both sides of the inequality. In the reformulated form the problem can be solved with general purpose semidefinite programming solvers like SDPT3 or CVXOPT.

3.2 Kernel based model representation

The kernel based estimation problem given in Lemma 1 is not useful on its own, but only when a model representation in terms of the dual variable \( A \) can be established. The derivation of this representation requires establishing a link between the primal model parameters \( W, b \) and the Lagrange multipliers \( A \). To obtain such a connection the set of all possible values for \( W \) corresponding to the optimal \( C \) in (3) is characterized in [3]. Based on this characterization one can find the following relations

\[
W = \Phi A^T M \quad \text{and} \quad b = \frac{1}{N} (Y - MA \Omega) 1_N
\]

with \( M = \eta^{-2} P_\eta (YA^T - AA^T) P_\eta \) where \( P_\eta = V_\eta V_\eta^T \).

The matrix \( V_\eta \) contains the eigenvectors corresponding to the largest eigenvalue of \( A \Omega A^T \), where \( \lambda_{\max} = \eta^2 \).

The dual model representation and the corresponding predictive model for a new point \( z \) are obtained by the substitution of these relations into the parametric model (1),

\[
\hat{y} = f(z) = \sum_{t=1}^{N} \alpha_t K(x_t, z) + b.
\]

The variables \( \alpha_t \) form the matrix \( \tilde{A} = [\tilde{\alpha}_1, \ldots, \tilde{\alpha}_N] \), which is computed as \( \tilde{A} = MA \).

4 Numerical example

Figure 1 compares the validation performance for different estimation problems on a toy data set. The data is generated using a model of the form \( y_i = W_0^T \varphi(x_i) + e_i \) with \( M = 20 \) outputs. The parameter matrix \( W_0 \) is constructed as \( W_{0,B}W_{0,M} \), \( W_{0,B} \) is a 50 \times 3 matrix, while \( W_{0,M} \) is 3 \times 20. The elements of both matrices are drawn from a standard normal distribution.

The figure compares the estimation technique described in this abstract, denoted by MIMO, with models with a simple quadratic regularization term \( w_i^T w_i \) trained on each output denoted by RR and two ordinary least squares (OLS) estimates without any regularization.

The model with oracle was given the matrix \( W_{0,M} \) such that it only had to estimate the parameters of \( W_{0,B} \), which accounts to a factor of 60 less in the number of parameters. One can observe that the proposed scheme clearly outperforms OLS as well as RR. The knowledge of the true dependencies still yields a better performance though.

5 Conclusions

This contribution proposed a novel formulation to estimate kernel based models with multiple outputs in an identification setting and illustrated the effectiveness on a simple toy example. Furthermore the kernel based model representation for a model with nuclear norm regularization has been stated in a primal-dual setting.
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1 Low-rank matrix factorization and informed source separation

Given a matrix of observations $Y \in \mathbb{R}^{F \times N}$, we assume that $Y$ is a sum of $G$ low-rank contributions perturbed by some noise, i.e. $Y \approx \sum_{g=1}^{G} X_g$ where $X_g \in \mathbb{R}^{F \times N}$ is the contribution of source $g$. The informed source separation problem consists in identifying contributions $X_g$ with the additional knowledge that some entries in some of the contributions are equal to zero.

Matrix factorization is an essential building block in source separation methods. Indeed, as we seek to represent $Y$ as a sum of low-rank matrices, an equivalent problem is to express $Y$ approximately as a low-rank product of factors $D \in \mathbb{R}^{F \times K}$ and corresponding activation coefficients $A \in \mathbb{R}^{K \times N}$ (where the inner size $K$ is the sum of the ranks of the contributions). More specifically, one seeks to minimize a suitable norm of the difference $\|Y - DA\|$. Unfortunately, the problem of identifying the best factors $D$ and $A$ is non-convex and multimodal, so that in practice only local solutions can be expected to be found in reasonable time (i.e. estimates of $D$ and $A$ in the neighbourhood of which no improvement can be made).

2 Nuclear norm-based convex reformulation

In this work, we substitute the above nonconvex problem with a convex reformulation. A well-known technique to obtain low-rank estimates for the sources $X_g$ is to penalize $\|X_g\|_*$, the nuclear norm of $X_g$, i.e. the sum of its singular values $\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_F$. This leads us to consider the following problem, introduced earlier in [1]:

$$\min_X \frac{1}{2} \|Y - \sum_{g=1}^{G} X_g\|_F^2 + \lambda \sum_{g=1}^{G} \|X_g\|_* \quad (1)$$

subject to $X_g \geq 0$ and $M_g \cdot X_g = 0$, \quad (2)

where $A \cdot B$ denotes the coefficient-wise product of $A$ and $B$, and the matrices $M_g$ enforce the constraint that the entry of $X_g$ at coordinates $(f,n)$, $X_g_{f,n} = 0$ if $M_g_{f,n} \neq 0$. In what follows, we define a scalar product $\langle U,V \rangle = \sum_g \text{Tr} U_g^T V_g$ for the search space. Problem 2 is convex, because we have replaced the strict constraint that each source term $X_g$ be low-rank by a penalty term $\psi(X) = \lambda \sum_g \|X_g\|_*$, favouring low-rank solutions. Convexity is desirable because it means that global solutions may be reached from any initial point, without recourse to extensive sampling of the search space $\mathbb{R}^{F \times N \times G}$.

3 Algorithms for nuclear norm minimization

Because of the nuclear norm penalty term, the objective function in Problem 2 is non-smooth. In previous experiments with a projected subgradient algorithm [1], we observed that satisfactory source separation could be obtained fast enough, provided the step size is carefully selected. We compare in this article algorithms...
that enjoy faster convergence rates than subgradient, by exploiting the specific structure of the nuclear norm: indeed, the general non-smooth minimization method relies on an arbitrary choice of subgradient at each iteration, even though it might not be a descent direction. In our situation, the subdifferential of the objective function may be described completely, so we can make our choice more wisely, as we will show in Section 3.1. On the other hand, we also consider applying an optimal gradient method to a smooth approximation of the nuclear norm [3], which we will detail in Section 3.2.

3.1 Subgradient methods

Let \( \partial f(X) \) be the subdifferential of \( f \) at \( X \). Since the objective function \( f \) is convex, it also admits directional derivatives \( f'(X; D) \) in every direction, and we have \( f'(X; D) = \max \{ \langle U, D \rangle, U \in \partial f(V) \} \). General subgradient methods for minimizing \( f \) consist in successively picking a subgradient \( G \in \partial f(V) \) at a given point \( X \), moving \( X \) along the direction \(-G\) with an appropriate choice of the step size, and projecting \( X \) on the set of constraints, if any. However, while the (projected) gradient is always a descent direction when \( f \) is differentiable, it is no longer the case for arbitrary choices of subgradients. Fortunately, the steepest descent direction is related to the minimum norm subgradient:

\[
\arg \min \{ f'(X; D) \} = -\arg \min \{ \|Z\|, Z \in \partial f(X) \}
\]

In the unconstrained case, the steepest descent direction is always a descent direction (provided, of course, \( X \) is not a global minimum). This means that the step size can be chosen so as to ensure \( f(X + \alpha G) \leq f(X) \). In our case, additional care must be taken to select a feasible descent direction. As we show, computing the minimum norm subgradient implies roughly twice the computational cost of an arbitrary subgradient, so it is worth comparing its merit experimentally.

3.2 Smoothing based gradient methods

Nesterov [3] showed that for a particular class of non-smooth functions (in which our Problem fits), it is possible to obtain faster convergence rate by applying an accelerated gradient method to a smooth approximation \( f_\mu \) of the objective function. In our case, we replace the nuclear norm term by:

\[
\|X\|_{\ast, \mu} = \sum_{f=1}^{P} h_\mu(\sigma_f(X)) \quad \text{where} \quad h_\mu(x) = \begin{cases} \frac{x^2}{2\mu}, & \text{if } x \leq \mu \\ x - \frac{x^2}{2}, & \text{if } x > \mu \end{cases}
\]

When \( \mu = 0 \), \( \|X\|_{\ast, \mu} = \|X\|_\ast \), and for general \( \mu > 0 \), it is a continuously differentiable function with Lipschitz continuous derivatives with the Lipschitz constant \( \frac{1}{\mu} \). We show that the Lipschitz constant of \( f_\mu \) is \( L_\mu = G + \frac{\mu}{2} \). Moreover, \( f_\mu(X) \leq f(X) \leq f_\mu(X) + \frac{\mu}{2}, \) so parameter \( \mu \) trades off the magnitude of the Lipschitz constant \( L_\mu \) (and hence the rate of convergence of the fast gradient algorithm) versus the quality of the approximation error. Following [3] we implement an accelerated gradient method with fixed step size. Values and first order derivatives of \( \|X\|_{\ast, \mu} \) are obtained by computing the SVD of \( X \), so we can implement a fast gradient method with the same iteration cost as projected subgradient descent, but whose theoretical convergence rate is much faster.

3.3 Contributions and related work

Algorithms for the minimization of the nuclear norm subject to linear equality constraints have been proposed in [2, 4]. For small problems, the author show that nuclear norm minimization problems may be reformulated as semidefinite programs (SDP), for which interior-point algorithms with superlinear convergence are available. For the purpose of source separation, interior-point methods are too expensive as they require storage and inversion of matrices of size \((F \times N)^2\), where \( F \approx 500, N \approx 10^3 \). Another interesting category of algorithms are those based on augmented Lagrangians and explicit factorizations of the source terms \( X G D_\mu A_\mu \) [4].

4 Experimental results and comments

We compare smoothing based gradient methods and subgradient (with or without minimum norm sub-gradient) in an informed source separation experiment involving four musical pieces of 14 seconds each. For appropriate values of \( \mu > 0 \), smoothing based gradient methods achieve both faster decrease of the objective function, and better quality solutions, while the minimum norm sub-gradient improves much over an arbitrary one.
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Abstract: Many data modeling problems can be posed and solved as a structured low-rank approximation problem. Using the variable projection approach, the problem is reformulated as optimization on a Grassmann manifold. We compare local optimization methods based on different parametrizations of the manifold, including recently proposed penalty method and method of switching permutations. A numerical example of system identification is provided.
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1 Introduction

A linear structure is a linear map \( \mathbb{R}^{n_p} \rightarrow \mathbb{R}^{m \times n} \). For convenience, we assume that \( m \leq n \). In this paper, we consider the problem of approximating a given structured matrix by a structured matrix of low rank.

Problem 1 (Structured low-rank approximation). Given \( p \in \mathbb{R}^{n_p} \), structure \( \mathcal{S} \), seminorm \( \| \cdot \| \) and \( r < m \)

\[
\begin{align*}
\text{minimize } & \| \hat{p} - p \| \text{ subject to } \text{rank } \mathcal{S}(\hat{p}) \leq r. \\
\end{align*}
\]

Many data modeling problems can be posed and solved as a structured low-rank approximation problem. Using the variable projection approach, the problem is reformulated as optimization on a Grassmann manifold. We compare local optimization methods based on different parametrizations of the manifold, including recently proposed penalty method and method of switching permutations. A numerical example of system identification is provided.

The cost function is homogeneous in the following sense:

\[
f(R) = f(U R) \quad \forall \text{nonsingular } U \in \mathbb{R}^{d \times d}. \tag{5}
\]

Therefore, \( f \) depends only on the row space of \( R \).

2 Optimization on \( \text{Gr}_d(d, m) \)

Consider a homogeneous (in the sense of (5)) function \( f : \mathcal{R}_d \rightarrow \mathbb{R}_+ \), where

\[
\mathcal{R}_d := \{ R \in \mathbb{R}^{d \times m} : \text{rank } R = d \},
\]

and \( \mathbb{R}_+ := [0; +\infty) \). We require the function \( f \) to be smooth (from \( C^1(\mathcal{R}_d) \)). The optimization problem considered is (3), which is minimization on \( \text{Gr}_d(d, m) \).

2.1 Orthonormal bases

For any subspace there exists an orthonormal basis. Hence, (3) is equivalent to

\[
\begin{align*}
\text{minimize } & f(R) \text{ subject to } RR^\top = I_d. \\
\end{align*}
\]

Problem (7) can be solved by constrained optimization methods or by methods using Riemannian geometry [3].

2.2 Exact penalty method of [5] (reg)

In [5] it was shown that the hard constraint in (7) can be equivalently replaced by a soft constraint.

Theorem 1. Let \( \tilde{f} : \mathbb{R}^{d \times m} \rightarrow \mathbb{R}_+ \) be a homogeneous extension (not necessarily smooth) of (4), i.e. \( \tilde{f}(R) = f(R) \) for all \( R \in \mathcal{R}_d \), and \( \tilde{f} \) satisfies (5). Let \( \gamma > f(R_0) \) for an \( R_0 \in \mathcal{R}_d \). Then the solutions of

\[
\begin{align*}
\text{minimize } & f(R) + \gamma \| RR^\top - I_d \|_F^2, \tag{8}
\end{align*}
\]

coincide with the solutions of (3).

Therefore, the penalty method in (8) is exact.
2.3 Switching between permutations (perm)

Any subspace from \( G_{R}(d, m) \) can be represented by a matrix of the form \([X-I_d] \| I\), where \( I \) is a permutation matrix and \( X \in \mathbb{R}^{d \times (m-d)} \). As shown in [1], \( I \) can be chosen such that \(|X_{ij}| \leq 1\) for all \( i, j \). Hence, problem (3) is equivalent to

\[
\min_{\Pi \in \{0,1\}^{m \times m}, \ X \in [-1,1]^{d \times (m-d)} \} f \left( [X-I_d] \| I \right).
\]

(9)

For local optimization of (9), the combinatorial problem of choosing \( I \) can be avoided by switching permutations in the course of optimization [7].

2.4 Using Riemannian geometry [3] (genrtr)

Let \( M \) be a Riemannian manifold, with tangent bundle \( T \varepsilon M \). The methods of [3] require a retraction \( R_x : T_x M \rightarrow M \) and operate as follows. From \( x_k \), a direction \( \xi \in T_{x_k} \) is selected, based on derivatives of \( f \) at \( x_k \). The new iterate is \( x_{k+1} = R_{x_k}(\xi_k) \), and the process is repeated until a convergence criterion is met. A trust-region method is implemented in [8].

3 Results

We compare the methods on an example of errors-in-variable system identification. The data \( w \in (\mathbb{R}^q)^T \) is a q-variate time series, and the structure is block-Hankel:

\[
\mathcal{H}_{\ell+1}(w) := \begin{bmatrix}
    w(1) & w(2) & \cdots & w(T-\ell) \\
    w(2) & w(3) & : & \\
    : & : & \ddots & \\
    w(\ell+1) & \cdots & \cdots & w(T)
\end{bmatrix},
\]

where the number of rows is \( m = q(\ell+1) \). Identification in the class of Hankel matrices of linear time-invariant systems with at most \( m \) inputs and lag at most \( \ell \) is equivalent to Problem 1 for the structure \( \mathcal{H}_{\ell+1}(w) \) and \( r = m - (q-m) \) [4] (rank reduction by the number of outputs).

We compare the methods on examples from DAISY database [2]. In Table 1, we provide for each method the number of iterations (it), time (t), and the fit (%), equal to \( 100\% - ||p - \hat{p}_s||_2^2 / ||p||_2^2 \), where \( \hat{p}_s \) is the computed approximation. \texttt{fmincon} stands for the minimization in orthonormal bases with the Optimization Toolbox of MATLAB. \texttt{perm} with II fixed to \( I_m \). The methods are given the same initial approximation. In \texttt{perm} and \texttt{perm0}, the Levenberg-Marquardt method is used for local optimization over \( X \). Our preliminary results suggest that methods \texttt{perm} and \texttt{reg} are competitive with the method \texttt{genrtr} (see [7] for more details).
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Abstract: We consider a class of structured low rank matrix optimization problems. We represent the desired structure by a linear map, termed mutation, that can encode matrices having entries partitioned into known disjoined groups. Our interest arises in particular from concatenated block-Hankel matrices that appear in formulations for input-output linear system identification problems with noisy and/or partially unobserved data. We present an algorithm and test it against an existing alternative.

1 Introduction

Nuclear norm optimization methods for low-rank matrix approximation have been discussed in several recent papers. In many different settings, in fact, general notions of model complexity can be conveniently expressed by the rank of an appropriate matrix; in turn, well known properties of the nuclear norm motivate its use for convex relaxations of rank-based problems. In this contribution, we focus on problems where we need to find a matrix that, in addition to being low-rank, is required to have entries partitioned into known disjoint groups. This setting includes various type of structured matrices such as Hankel, Toeplitz and circulant matrices. Generally speaking, it allows to deal with matrices that have reduced degrees of freedom. The desired structure is encoded by a linear map, termed mutation, that can encode matrices with Hankel, Toeplitz and circulant structures. This setting includes various type of structured matrices such as Hankel, Toeplitz and circulant matrices as special cases. It is required to have entries partitioned into known disjoint groups. For a significant class of problems this task can be accomplished solving the convex optimization problem:

\[ \min_{x \in \mathbb{R}^L} \frac{1}{2} (x-a)^\top H (x-a) + \| B(x) \|. \]  

for a given vector \( a \in \mathbb{R}^L \), a positive definite matrix \( H \in \mathbb{R}^{L \times L} \) and a linear map \( B \), the features of which are given below. The corresponding quadratic term usually plays the role of a data fitting measure and can subsume a trade-off parameter \( \lambda \). A conventional choice is, in particular, \( H = \lambda I_L \), where \( I_L \) is the \( L \times L \) identity matrix.

2 Problem Statement

We present an SVD-free solution strategy that delivers low rank solutions with comparable quality (in terms of objective value, feasibility and model fit) at a substantially lower computational price.

2.1 Main Problem Formulation

Recall that, for a generic matrix \( A \in \mathbb{R}^{M \times N} \) with rank \( R \) and singular values \( \sigma_1(A) \geq \sigma_2(A) \geq \cdots \geq \sigma_R(A) > 0 \), the nuclear norm (a.k.a. trace norm or Schatten-1 norm) is defined as \( \| A \|_1 = \sum_{r \in \mathbb{N}_R} \sigma_r(A) \) where \( N_R \) is used as a shorthand for the set \( \{1, 2, \ldots, R\} \). We focus on the situation where we need to find a matrix that, in addition to being low-rank, is required to have entries partitioned into known disjoint groups. For a significant class of problems this task can be accomplished solving the convex optimization problem:

\[ \min_{x \in \mathbb{R}^L} \frac{1}{2} (x-a)^\top H (x-a) + \| B(x) \|. \]  

2.2 Encoding the Structure by Mutations

Formulation (1) regards a structured matrix as the output of a linear map \( B : \mathbb{R}^L \rightarrow \mathbb{R}^{M \times N} \), termed mutation, that maps entries of a vector \( x \) into disjoint groups \( \mathcal{P}_l \), \( l = 1, 2, \ldots, L \) forming a partition of the set of entries of the matrix \( B(x) \). More formally, if \( \iota : (m,n) \mapsto \{ l \, : \, (m,n) \in \mathcal{P}_l \} \) is a well defined membership function, then:

\[ B : x \mapsto (x_{\iota(m,n)} : (m,n) \in \mathbb{N}_M \times \mathbb{N}_N) \].  

Mutations give rise to structured matrices with Hankel, Toeplitz and circulant matrices as special cases. It is
not difficult to show that the adjoint operator is:

$$B^*: X \mapsto \left(\sum_{(m,n) \in T} x_{mn} : l \in \mathbb{N}_L\right).$$  \hspace{1cm} (3)$$

From (2) and (3) one can then show that $B^*B$ is represented by a diagonal matrix with entries equal to the cardinality of the sets $\mathcal{P}_l$, $l = 1, 2, \ldots, L$. Starting from a known partition one can then give a “quick and dirty” implementation of these operators based on linear indexing [5]. More efficient implementations can be given for mutations encoding matrices with more specialized structure.

3 SVD-free Algorithm via Augmented Lagrangian Approach

In order to avoid computing SVDs we rely on a known variational characterization of the nuclear norm:

$$\|Y\|_* = \arg_{U,V} \min_{Y=UV} \frac{1}{2} (\|U\|_F^2 + \|V\|_F^2)$$ \hspace{1cm} (4)

where we considered full (i.e., not thin) matrices $U$ and $V$. This suggests the following restatement of problem (1):

$$\min_{x,U,V} \frac{1}{2} (x-a)^TH(x-a) + \frac{1}{2} (\|U\|_F^2 + \|V\|_F^2)$$

subject to

$$B(x) = UV^\top.$$ \hspace{1cm} (5)

Note that this problem is non-convex due to the product between $U$ and $V$. Nonetheless, it is possible to show that if $(x_u, U_u, V_u)$ is a solution to (5), $x_u$ is a solution to (1) and $B(x_u) = U_uV_u^\top$. A similar result is found in [4, Section 5.3], which discusses an approach based on (4) to solve an unstructured low rank matrix problem. Problem (5) has a differentiable objective function. It can be tackled via a gradient-based solution strategy after embedding the constraint $B(x) = UV^\top$ by an augmented Lagrangian approach. Details of our approach are given in [5]. Note that, in contrast, the objective of problem (1) is non-smooth. Correspondingly, computing a solution to problem (1) requires a sub-gradient approach or an operator splitting technique [1]. This, ultimately, leads to singular values soft-thresholding [2] which requires computing at each iteration the SVD of an $M \times N$ matrix.

4 System Identification with Missing Data by Nuclear Norm Optimization

Recently, [3] proposed the following formulation for linear system identification from input-output data $\tilde{u}$, $\tilde{y}$:

$$\min_{u, y} \frac{\lambda_1}{2} \sum_{i \in \mathcal{U}_u} (u_i - \tilde{u}_i)^2 + \frac{\lambda_2}{2} \sum_{i \in \mathcal{U}_y} (y_i - \tilde{y}_i)^2 + \|F(u, y)\|_*$$ \hspace{1cm} (6)

where $u$, $y$ are latent inputs and outputs, $\mathcal{U}_u$ (resp. $\mathcal{U}_y$) is a set of indices of observed inputs (resp. outputs) and $F(u, y)$ is a matrix obtained stacking block-Hankel matrices $\mathcal{H}_Q(u)$ and $\mathcal{H}_Q(y)$. This method is motivated by the fact that, if the generating dynamical system is linear, then under mild conditions one has $\text{rank}(F(u, y)) = S + \text{rank}(\mathcal{H}_Q(u))$ where $S$ is the order of the system. It is not difficult to show that this problem is equivalent to (1) for suitably defined matrix $B$ and diagonal p.s.d. matrix $H$ [5].

5 Experiments

We tested the SVD-free approach presented in [5] against the SVD-based algorithm of [3] on randomly generated linear dynamical systems; details are given in [5]. Table 1 reports a representative set of experiments in which we kept fixed the percentage of missing data ($V\%$), the input dimension ($P$), the system order ($S$) and vary the output dimension ($M$) and the number of samples ($T$). The experiments show that the proposed algorithm delivers low rank solutions with comparable quality (in terms of objective value, feasibility and model fit) at a substantially lower computational price than the existing SVD-based algorithm.
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**Table 1:** Results for $V\% = 20$, $P = 2$, $S = 3$.

<table>
<thead>
<tr>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$M = 50$, $T = 10000$</th>
<th>$M = 50$, $T = 4000$</th>
<th>$M = 40$, $T = 4000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.30</td>
<td>0.49</td>
<td>0.90</td>
<td>0.58</td>
<td>1.04</td>
</tr>
<tr>
<td>0.86</td>
<td>0.90</td>
<td>0.79</td>
<td>0.67</td>
<td>1.96</td>
</tr>
<tr>
<td>79</td>
<td>76</td>
<td>75</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>1166.05</td>
<td>1116.71</td>
<td>1116.74</td>
<td>1116.74</td>
<td>1116.74</td>
</tr>
<tr>
<td>8.65</td>
<td>8.65</td>
<td>8.65</td>
<td>8.65</td>
<td>8.65</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>obj val</th>
<th>feas. ($10^{-3}$)</th>
<th>model fit</th>
<th>CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVD-free</td>
<td>1016.79</td>
<td>0.30</td>
<td>79</td>
</tr>
<tr>
<td>SVD-based</td>
<td>1017.90</td>
<td>0.57</td>
<td>79</td>
</tr>
<tr>
<td>SVD-free</td>
<td>2079.09</td>
<td>0.22</td>
<td>76</td>
</tr>
<tr>
<td>SVD-based</td>
<td>2081.47</td>
<td>0.20</td>
<td>76</td>
</tr>
<tr>
<td>SVD-free</td>
<td>2501.76</td>
<td>0.39</td>
<td>70</td>
</tr>
<tr>
<td>SVD-based</td>
<td>2501.76</td>
<td>0.47</td>
<td>70</td>
</tr>
<tr>
<td>SVD-free</td>
<td>4803.40</td>
<td>0.80</td>
<td>67</td>
</tr>
<tr>
<td>SVD-based</td>
<td>4803.40</td>
<td>0.92</td>
<td>67</td>
</tr>
</tbody>
</table>
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Abstract: We propose a new framework for regularization, called marginalized corrupted features, that reduces overfitting by increasing the robustness of the model to data corruptions.
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1 Introduction

Dealing with overfitting is one of the key problems one encounters when training machine-learning models. Three approaches are commonly used to combat overfitting: (1) early-stopping techniques stop the learning as soon as the performance on a held-out validation set deteriorates; (2) regularizers encourage the learning to find “simple” models by penalizing “complex” models, e.g., models with large parameter values; and (3) Bayesian techniques define a prior distribution over models that favor simple models, and perform predictions by averaging over the model posterior.

We propose an alternative to counter overfitting, called marginalized corrupted features (MCF; [1]). Instead of requiring the user to define priors over model parameters, which can be very counter intuitive, we focus on corruptions of the data. MCF is based on the observation that overfitting would completely disappear if we were to train on infinite data drawn from the data distribution $D$. Unfortunately, a learning scenario in which we only obtain a finite training set is more realistic. In many learning scenarios, we may however have some additional knowledge about the data distribution: we might know that certain corruptions of data instances do not affect their label. As an example, deleting a few words in a text document rarely changes its topic. With this prior knowledge, we can corrupt existing data to generate new artificial instances that resemble those sampled from the actual data distribution. MCF corrupts the existing finite training examples with a fixed corrupting distribution to construct an infinite training set in which the model is trained. For a wide range of learning models and corrupting distributions, we show that it is practical to train models on such an infinite, augmented training set.

2 Marginalized Corrupted Features

We start by defining a corrupting distribution that specifies how training observations $x$ are transformed into corrupted versions $\tilde{x}$. We assume that the corrupting distribution factorizes over dimensions and that each individual distribution $P_E$ is a member of the natural exponential family:

$$p(\tilde{x}|x) = \prod_{d=1}^{D} P_E(\tilde{x}_d|x_d; \eta_d),$$

where $\eta_d$ represents user-defined hyperparameters of the corrupting distribution on dimension $d$. Corrupting distributions of interest, $P_E$, include: (1) independent salt or “blankout” noise in which the $d$-th feature is randomly set to zero with probability $\eta_d$; (2) independent Gaussian noise on the $d$-th feature with variance $\sigma^2_d$; and (3) independent Poisson corruptions in which the $d$-th feature is used as the rate of the distribution.

Assume we are provided with a training data set $D = \{(x_n, y_n)\}_{n=1}^{N}$ and a loss function $L(x, y; \Theta)$, with model parameters $\Theta$. A simple approach to approximately learn from the distribution $p(\tilde{x}|x)P(x)$, is to corrupt each training sample $M$ times, and to train on the resulting corrupted data in an empirical risk minimization framework, by minimizing:

$$\mathcal{L}(D; \Theta) = \frac{1}{M} \sum_{m=1}^{M} \sum_{n=1}^{N} L(\tilde{x}_{nm}, y_n; \Theta),$$

with $\tilde{x}_{nm} \sim p(\tilde{x}_{nm}|x_n)$. Although such an approach is effective, it lacks elegance and comes with high computational costs: the minimization of $\mathcal{L}(D; \Theta)$ scales linearly in the number of corrupted observations. MCF addresses these issues by considering the limiting case $M \to \infty$, in which we can rewrite $\frac{1}{M} \sum_{m=1}^{M} L(\tilde{x}_{m}, y_{m}; \Theta)$ as its expectation to obtain:

$$\mathcal{L}(D; \Theta) = \sum_{n=1}^{N} \mathbb{E}[L(\tilde{x}_n, y_n; \Theta)|p(\tilde{x}_n|x_n)].$$

For linear predictors that employ a quadratic or exponential loss function, the required expectation can be computed analytically for all corrupting distributions in the natural exponential family; for linear predictors that employ logistic loss, we derive a practical upper bound on the expected loss. As a result, direct minimization of the resulting MCF loss functions is efficient.
Quadratic loss. Assuming a linear model parametrized by vector $\mathbf{w}$ and a target variable $y$ (for regression, $y$ is continuous; for binary classification, $y \in \{-1, +1\}$), the expected value of the quadratic loss under corruption distribution $p(\tilde{x}|x)$ is given by:

$$L(D; \mathbf{w}) = \sum_{n=1}^{N} \mathbb{E} \left[ (\mathbf{w}^T \tilde{x}_n - y_n)^2 \right]_{p(\tilde{x}_n|x_n)} = \mathbf{w}^T \mathbf{H} \mathbf{w} - 2 \left( \sum_{n=1}^{N} y_n \mathbb{E}[\tilde{x}_n] \right)^T \mathbf{w} + N,$$

where the hat matrix $\mathbf{H} = \sum_{n=1}^{N} \mathbb{E}[\tilde{x}_n][\tilde{x}_n]^T + \mathbb{V}[\tilde{x}_n]$, $\mathbb{V}[x]$ is the variance of $x$, and all expectations are under $p(\tilde{x}_n|x_n)$. Hence, to minimize the expected quadratic loss under the corruption, we only need to compute the mean and variance of the corrupting distribution.

Exponential loss. Assuming a label variable $y \in \{0, 1\}$, the expected value of the exponential loss under corruption model $p(\tilde{x}|x)$ is given by:

$$L(D; \mathbf{w}) = \sum_{n=1}^{N} \mathbb{E} \left[ \exp (-y_n \mathbf{w}^T \tilde{x}_n) \right]_{p(\tilde{x}_n|x_n)} = \sum_{n=1}^{N} \prod_{d=1}^{D} \mathbb{E} \left[ \exp (-y_n w_d \tilde{z}_{nd}) \right]_{p(\tilde{z}_{nd}|x_n, d)} .$$

The equation can be recognized as a product of moment-generating functions (MGFs), $\mathbb{E}[\exp(t \tilde{z}_{nd})]$ with $t_{nd} = -y_n w_d$. MGFs can be computed for all corrupting distributions in the natural exponential family.

Logistic loss. The expected logistic loss cannot be computed in closed form. Instead, we derive an upper bound that can be minimized as a surrogate loss:

$$L(D; \mathbf{w}) = \sum_{n=1}^{N} \mathbb{E} \left[ \log \left( 1 + \exp (-y_n \mathbf{w}^T \tilde{x}_n) \right) \right]_{p(\tilde{x}_n|x_n)} \leq \sum_{n=1}^{N} \log \left( 1 + \prod_{d=1}^{D} \mathbb{E} \left[ \exp (-y_n w_d \tilde{z}_{nd}) \right]_{p(\tilde{z}_{nd}|x_n, d)} \right) .$$

Herein, we have made use of Jensen’s inequality to upper-bound $\mathbb{E} [\log(z)]$. We again recognize a product of MGFs that can be computed in closed-form for corrupting distributions in the natural exponential family.

3 Experiments

Document classification. We perform experiments with blankout MCF and Poisson MCF on four Amazon data sets (using all three loss functions). All data sets have about 5,000 examples and 20,000 (bag-of-words) features. All our classifiers use L2-regularization in addition to MCF, and we cross-validated over the regularization parameter $\lambda$. The results of the experiments are shown in Figure 1. The results reveal the potential of MCF to improve the performance of linear predictors (note that “standard” classifiers correspond to blankout MCF with $q=0$). The best performances are obtained using blankout MCF with $q \approx 0.7$ and $\lambda = 0$.

Fig. 1: Results of the document classification experiment.

Nightmare at test time. We experiment with blankout MCF on a “nightmare at test time” scenario in which a percentage of the features is randomly unobserved at test time on the MNIST handwritten digit data set. Figure 2 presents the classification error of standard and MCF classifiers as a function of the percentage of features deleted from the test data. The results show the strong performance of MCF in this scenario; in particular, MCF outperforms the state-of-the-art technique for this learning setting, FDROP.

Fig. 2: Results of the “nightmare at test time” experiment.
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Abstract: High dimension low sample size (HD-LSS) data are becoming increasingly present in a variety of fields, including chemometrics and medical imaging. Especially problems with $n < p$ (more variables than measurements) present a challenge to data analysts since the classical techniques can not be used. In this paper, we consider HD-LSS data in regression parameter and covariance (scatter) matrix estimation problems. In particular, we consider and extend convex relaxation (or shrinkage regularization, diagonal loading) approach for $M$–estimation of regression coefficients and covariance (scatter) matrix. We demonstrate the utility of the methods in beamforming and tensor decomposition applications.
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1 Introduction

High dimensional data sets are challenging for data analyst. In regression one often resorts to convex-relaxation methods such as ridge regression which seeks a balance with bias-variance trade-off. HD-LSS data provides a challenge to classical multivariate analysis as well. For example, principal component analysis (PCA) is a common pre-processing and standardization step which cannot be performed due to possibly rank deficient sample covariance matrix (SCM). Also impulsive measurement environments and outliers are commonly encountered in many practical applications. In this paper we tackle these two important issues and consider robust shrinkage approaches for regression parameter and covariance (scatter) matrix estimation problems in case of HD-LSS data. Recently robust shrinkage approaches for covariance matrix estimation were addressed in [1, 7] and for regression setting in [4].

2 Shrinkage $M$-estimates of regression

We consider the multiple linear regression model $y_i = \phi_i^\top s + \varepsilon_i$, $i = 1, \ldots, n$, which can be more conveniently expressed in matrix form as $y = \Phi s + \varepsilon$, where $y = (y_1, \ldots, y_n)^\top$ is the observed data vector (measurements), $\Phi = (\phi_1 \cdots \phi_n)^\top$ is the known $n \times p$ measurement matrix, $s = (s_1, \ldots, s_p)^\top$ is the unobserved signal vector (or regression coefficients) and $\varepsilon = (\varepsilon_1, \ldots, \varepsilon_n)^\top$ is the (unobserved) noise vector. The problem is then of estimating the unknown $s$. All measurements and parameters are assumed to be real-valued. Suppose $\varepsilon_i$'s are i.i.d. from a continuous symmetric distribution with p.d.f. $f_\varepsilon(e) = \frac{1}{2} f_0\left(\frac{e}{\sigma}\right)$, where $\sigma > 0$ denotes the scale parameter and $f_0(\cdot)$ the standard form of the p.d.f.

2.1 Ridge $M$-estimates with preliminary scale

We first assume that scale parameter $\sigma$ is known or replaced by its estimate. In either case, we replace hereafter $\sigma$ by $\hat{\sigma}$. First recall that ridge regression (RR) estimator [2] is defined as the (unique) minimizer of the penalized residual sum of squares objective function $J_{\text{RR}}(s) = \sum_{i=1}^n (y_i - \phi_i^\top s)^2 + \lambda \|s\|_2^2$, where $\lambda > 0$ is the ridge (shrinkage or regularization) parameter. The bigger the $\lambda$, the greater is the amount of shrinkage of coefficients toward zero. Let us denote residuals for a given (candidate) $s$ by $e_i(s) = y_i - \phi_i^\top s$ and write $e(s) = (e_1(s), \ldots, e_n(s))^\top$. We define the ridge regression $M$-estimator $\hat{s}_M$ as the minimizer of

$$J(s) = \sigma^2 \sum_{i=1}^n \rho\left(\frac{e_i(s)}{\sigma}\right) + \lambda \|s\|_2^2$$

where $\rho$ is continuous and differentiable even function ($\rho(\varepsilon) = \rho(-\varepsilon)$) and increasing for $\varepsilon \geq 0$. Note that the multiplying factor $\sigma^2$ is used so that the objective function coincide with $J_{\text{RR}}(s)$ when $\rho(\varepsilon) = \varepsilon^2$.

Let us write $\psi(\varepsilon) = \rho'(\varepsilon)$ and $w(\varepsilon) = \psi(\varepsilon)/\varepsilon$ with convention that $w(\varepsilon) = 0$ for $\varepsilon = 0$. To obtain robust RR $M$-estimates, we need $\rho$-functions that give small or zero weights for large residuals. In the conventional regression model ($n > p$), the maximum likelihood (ML) estimator of $s$ is found by choosing $\rho(\varepsilon) \propto -\log f_0(\varepsilon) + c$ in (1) with $\lambda = 0$. In case of Cauchy error terms, $\rho_c(\varepsilon) = \frac{1}{2} \log(1 + \varepsilon^2)$ and $\psi_c(\varepsilon) = \rho'(\varepsilon) = c/(1 + \varepsilon^2)$ whereas Huber’s $\rho$ function is

$$\rho_H(\varepsilon) = \begin{cases} \frac{1}{2} \varepsilon^2, & \text{for } |\varepsilon| \leq k \\ k |\varepsilon| - \frac{1}{2}k^2, & \text{for } |\varepsilon| > k \end{cases}$$

and the corresponding $\psi$-function is $\psi_H(\varepsilon) =$
max[−k, min(k, c)]. Above k is a user-defined tuning constant that affects robustness and efficiency of the method. With Huber’s ρ-function, the objective function in (1) is convex but due to the non-convexity of Cauchy ρ, also the associated optimization problem is non-convex.

**Computation:** By setting the derivatives of (1) to zero shows that \( \hat{s}_\lambda \) solves the following estimating equation:

\[
(\Phi^T W \Phi + 2\lambda I) \hat{s}_\lambda = \Phi^T W y
\]

(2)

where \( W = \text{diag}([w_i]) \) with \( w_i = w(e_i(\hat{s}_\lambda)/\hat{\sigma}) \). This suggest the computation of the estimator by "iteratively (re)weighted RR (IWR) algorithm. which iterates

\[
s_{t+1} = (\Phi^T W_t \Phi + 2\lambda I)^{-1} \Phi^T W_t y
\]

(3)

until convergence. Note that an initial estimate \( s_0 \) of \( s \) and an estimate \( \hat{\sigma} \) of the scale of the residuals is needed. Following [4] it can be shown that the objective function (1) descends at each iteration. Thus for convex problems the IWR algorithm can be used to find the global minimum.

**2.2 Ridge M-estimates of regression and scale**

Next we consider joint estimation of regression parameter \( s \) and scale \( \sigma \). We define the joint ridge M-estimators of regression \( \hat{s}_\lambda \) and scale \( \hat{\sigma} \) as the minimizers of

\[
J(s, \sigma) = \sigma \sum_{i=1}^{n} \rho \left( \frac{e_i(s)}{\sigma} \right) + \lambda |s|_2^2 + \alpha(n\sigma).
\]

(4)

where \( \rho \) and \( \lambda \) are as earlier and \( \alpha \geq 0 \) is a tuning parameter. Note that if \( \lambda = 0 \), then the equation reduces to approach proposed by Huber. By setting the derivatives of (4) w.r.t. \( (s, \sigma^2) \) to zero shows that \((\hat{s}_\lambda, \hat{\sigma})\) solves the estimating equation (2) jointly with the estimating equation

\[
\frac{1}{n} \sum_{i=1}^{n} \lambda \left( \frac{e_i(\hat{s}_\lambda)}{\hat{\sigma}} \right) = \alpha
\]

(5)

where \( \chi(e) = \psi(e) - \rho(e) \) and \( \psi = \rho' \) as earlier.

**3 Shrinkage M-estimators of covariance**

Here we consider the complex-valued case. Recall that a random vector (r.v.) \( z \in \mathbb{C}^p \) is said to have a p-variate complex elliptically symmetric (CES) distribution [5] if its p.d.f. is of the form \( f(z) = C_{p,g}(\Sigma^{-1} g(z^H \Sigma^{-1} z)) \), for some positive definite Hermitian (PDH) \( p \times p \) scatter matrix parameter \( \Sigma \) and function \( g : \mathbb{R}_0^+ \to \mathbb{R}^+ \), called the density generator. We shall write \( z \sim \text{CE}_{g_0}(\Sigma, g) \). Above \( C_{p,g} \) is a normalizing constant and \( (\cdot)^H \) denotes Hermitian transpose. Note that the covariance matrix of \( z \) (when exists) is equal to \( \mathbb{E}[zz^H] = c \cdot \Sigma \). Consider \( n \) i.i.d. samples from a CES distribution. Let us add a regularization term \( \lambda \text{Tr}(\Sigma^{-1}) \) to \( -1 \times \text{log-likelihood function and minimize} \)

\[
L(\Sigma) = \sum_{i=1}^{n} \rho(z_i^H \Sigma^{-1} z_i) + n \ln |\Sigma| + \lambda \text{Tr}(\Sigma^{-1}).
\]

(6)

where \( \rho(t) = -\ln g(t) \) and \( \lambda > 0 \) is the fixed regularization parameter. Thus we impose a bound on \( \text{Tr}(\Sigma^{-1}) \leq \frac{1}{\gamma_i} \), where \( \gamma_i \)’s denote the eigenvalues of \( \Sigma \). As a consequence, the solution will not be ill-conditioned when \( n < p \) (HD-LSS underdetermined case). In the Gaussian case, \( z_i \sim \mathbb{C}N_p(0, \Sigma) \), we have that \( \rho(t) = t \) and the solution to (6) is easily shown to be \( \Sigma = S + \lambda I \), where \( S = \frac{1}{n} \sum_{i=1}^{n} z_i z_i^H \) denotes the SCM. We shall consider generalization of the methodology in [1, 7] and consider shrinkage M-estimators of \( \Sigma \) for general \( \rho \) functions.

**Applications:** Conventional beamforming cannot be used in HD-LSS underdetermined problems, e.g., the minimum variance distortionless response (MVDR) beamformer weight vector requires the inverse of the SCM. Applying the diagonal loading, i.e., using \( S + \lambda I \) in place of \( S \) is the commonly used approach; see [3]. Our simulations show that robust shrinkage covariance matrix estimators (e.g., shrinkage Tyler’s M-estimator [1, 7] or Huber’s M-estimator proposed here) provide superior performance in non-Gaussian impulsive noise.
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Abstract: Nonnegative matrix factorization (NMF) has been shown recently to be tractable under the separability assumption, which amounts for the columns of the input data matrix to belong to the convex cone generated by a small number of columns. Bittorf, Recht, Ré and Tropp (‘Factoring nonnegative matrices with linear programs’, NIPS 2012) proposed a linear programming (LP) model, referred to as HottTopixx, which is robust under any small perturbation of the input matrix. However, HottTopixx has two important drawbacks: (i) the input matrix has to be normalized, and (ii) the factorization rank has to be known in advance. In this talk, we generalize HottTopixx in order to resolve these two drawbacks, that is, we propose a new LP model which does not require normalization and detects the factorization rank automatically. Moreover, the new LP model is more flexible, significantly more tolerant to noise, and can easily be adapted to handle outliers and other noise models. We show on several synthetic datasets that it outperforms HottTopixx while competing favorably with two state-of-the-art methods.
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1 Introduction

Nonnegative matrix factorization (NMF) is a powerful dimensionality reduction technique as it automatically extracts sparse and meaningful features from a set of nonnegative data vectors. Given $n$ nonnegative $m$-dimensional vectors gathered in a nonnegative matrix $M \in \mathbb{R}^{n \times m}$ and a factorization rank $r$, NMF computes two nonnegative matrices $W \in \mathbb{R}^{m \times r}$ and $H \in \mathbb{R}^{r \times n}$ such that $M \approx WH$. Unfortunately, NMF is NP-hard in general [8]. However, if the input data matrix $M$ is $r$-separable, that is, if it can be written as $M = WH[I_r, H']\Pi$, where $I_r$ is the $r$-by-$r$ identity matrix, $H' \geq 0$ and $\Pi$ is a permutation matrix, then the problem can be solved in polynomial time [2]. Separability means that there exists an NMF $(W, H) \geq 0$ of $M$ of rank $r$ where each column of $W$ is equal to a columns of $M$. Geometrically, $r$-separability means that the cone generated by the columns of $M$ has $r$ extreme rays given by the columns of $W$. Equivalently, if the columns of $M$ are normalized to sum to one, $r$-separability means that the convex hull generated by the columns of $M$ has $r$ vertices given by the columns of $W$; but see, e.g., [7]. The separability assumption makes sense in several applications, e.g., text mining, hyperspectral unmixing and blind source separation [6]. Several algorithms have been proposed to solve the near-separable NMF problem, e.g., [2] [6] [7], which refers to the NMF problem of a separable matrix $M$ to which some noise is added; see Section 2. In this talk, our focus is on the LP model proposed by Bittorf, Recht, Ré and Tropp [3] and referred to as HottTopixx. It is described in the next section.

2 HottTopixx

A matrix $M$ is $r$-separable if and only if

$$M = WH = W[I_r, H']\Pi = [W, WH']\Pi = [W, WH']\Pi^{-1} \left( I_r \bigoplus_{(n-r)\times(n-r)} H' \right) \Pi,$$

for some permutation $\Pi$ and some matrix $H' \geq 0$. The matrix $X^0$ is an $n$-by-$n$ nonnegative matrix with $(n-r)$ zero rows such that $M = MX^0$. Assuming the columns of $M$ sum to one, the columns of $W$ and $H'$ have sum to one as well. Based on these observations, Bittorf, Recht, Ré and Tropp [3] proposed to solve the following optimization problem in order to identifying approximately the columns of the matrix $W$ among the columns of the noisy separable matrix $M = WH + N$.
with $\|N\|_1 = \max_j |N(:, j)|_1 \leq \epsilon$

$$\min_{X \in \mathbb{R}^{n \times n}} \quad p^T \text{diag}(X)$$

such that

$$\|\tilde{M} - \tilde{M}X\|_1 \leq 2\epsilon,$$

$$\text{tr}(X) = r,$$

$$X(i, i) \leq 1 \text{ for all } i,$$

$$X(i, j) \leq X(i, i) \text{ for all } i, j,$$

where $p$ is any $n$-dimensional vector with distinct entries. The $r$ largest diagonal entries of an optimal solution $X^*$ of (1) correspond to columns of $\tilde{M}$ close to the columns of $W$, given that the noise is sufficiently small [4]. However, it has two important drawbacks:

- the factorization rank $r$ has to be chosen in advance so that the LP above has to be resolved when it is modified (in fact, in practice, a ‘good’ factorization rank for the application at hand is typically found by a trial-and-error approach),
- the columns of the input data matrix have to be normalized in order to sum to one. This may introduce important distortions in the dataset and lead to poor performances [7].

### 3 Contribution

In this talk, we generalize HottTopixx in order to resolve the two drawbacks mentioned above. More precisely, we propose a new LP model which has the following properties:

- It detects the number $r$ of columns of $W$ automatically.
- It can be adapted to dealing with outliers.
- It does not require column normalization.
- It is significantly more tolerant to noise than HottTopixx. In fact, we propose a tight robustness analysis of the new LP model proving its superiority.

This is illustrated on several synthetic datasets, where the new LP model is shown to outperform HottTopixx while competing favorably with two state-of-the-art methods, namely the successive projection algorithm (SPA) from [1, 6] and the fast conical hull algorithm (XRAY) from [7]: see Figure 1 for an illustration on synthetic datasets. We refer the reader to [5] for all the details about the proposed algorithm, including the proof of robustness and more numerical experiments.
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1 Introduction

In recent years there has been a very fast growing interest in defining and analyzing mathematical predictive models, that reconstruct/predict a real-valued function \( f \) defined on \( X \subset \mathbb{R}^d \) from available noisy data \( z = \{(x_i, y_i)\} \subset X \times \mathbb{R} \), where \( y_i = f(x_i) + \xi_i \), and \( \xi_i \) is a measurement error.

It is a well-known fact that such reconstruction problem is ill-posed [2], and its numerical treatment can be performed in a stable way only by applying special regularization methods.

The most popular among them is the Tikhonov method, which in the present context consists in constructing the approximant for \( f \) as the minimizer \( f_\lambda \) of the functional

\[
T_\lambda(f; \mathcal{H}, z) := \frac{1}{|z|} \sum_{i=1}^{|z|} (f(x_i) - y_i)^2 + \lambda \|f\|_{\mathcal{H}}^2,
\]

(1)

where \(|z|\) is the cardinality of the set \( z \) and \( \lambda \) is a regularization parameter, which trades-off data error with smoothness measured in terms of a space \( \mathcal{H} \).

At the same time, the efficient application of this scheme is governed by two issues: one of them is the choice of the regularization parameter \( \lambda \), which has been extensively studied within the classical regularization theory; and another one, which is a challenging and a central problem [4], is the choice of a space \( \mathcal{H} \), whose norm is used for penalization.

However, a proper choice of a suitable space \( \mathcal{H} \) has so far been elusive, since in most known studies the norm of the penalty term in (1) was assumed to be given a priori, for instance, by norm of some Sobolev space [9, 10]. At the same time, keeping in mind that a Sobolev space is a particular example of a Reproducing Kernel Hilbert Space (RKHS) \( \mathcal{H}_K \), induced by a symmetric positive definite function \( K(t, x) \), \( t, x \in X \), called a kernel, the issue about the choice of a proper regularization space is, in fact, about the choice of a kernel for an RKHS.

One of the leading concepts behind the clarification of this issue in the past few years has been universal kernels [5], which potentially allow to construct \( f_\lambda \) having a good approximating property. However, as it can be seen from numerical experiments in [6] the concept of the kernel’s universality does not guarantee good approximation property at points outside the scope of seen inputs, which is our main interest. The same is true for the kernels given as radial basis functions. Therefore, for prediction of the unknown functional dependency outside the scope of seen inputs, the question about a proper choice of a regularization kernel is, in general, open until now. In this talk we aim to shed light on this important but as of yet under-researched problem. Moreover, we are going to show how the clarification of this issue could help to improve management of diabetes, namely by providing more accurate prediction of future blood glucose concentration.
2 Data-driven and problem-oriented kernel design

Lanckriet et al. [3] were among the first to emphasize the need to consider multiple kernels or parameterizations of kernels, and not a single a priori fixed kernel. These authors advocate the approach to a data-driven kernel choice, where one tries to find a “good” kernel $K$ as a linear combination

$$K = \sum_{j=1}^{N} \beta_j K_j$$

of a priori prescribed kernels $K_j \in K\{\{K_j\}\}$, $j = 1, 2, \ldots, N$. Such approach, often referred to as the multiple kernel learning (MKL), has been an attractive, yet, very difficult topic in learning theory (see, e.g., [8] and references therein). At the same time, most MKL-methods employ a standard simplex constraint $\beta_1 + \beta_2 + \ldots + \beta_N = 1$, $\beta_j > 0$, $j = 1, 2, \ldots, N$, on the combination weights of kernels (2). As a result, the minimization of the Tikhonov functional (1) in this case is performed again with a priori given regularization term that means that most MKL-methods are not really intended for a data-driven choice of the regularization space.

Moreover, it is worthy of notice that for some practical applications the set of linear combinations of kernels $K\{\{K_j\}\}$ is not rich enough, and, thus, more general parameterizations are also of interest.

Let us consider a set $K(X)$ of all kernels defined on $X \subset \mathbb{R}^d$. Let also $\Omega$ be a compact metric space and $G: \Omega \to K(X)$ be an injection such that for any $t, x \in X$, the function $\omega \to G(\omega)(t,x)$ is a continuous map from $\Omega$ to $\mathbb{R}$, here $G(\omega)(t,x)$ is the value of the kernel $G(\omega) \in K(X)$ at $(t,x) \in X \times X$.

Each such mapping $G$ determines a set of kernels

$$K(\Omega, G) = \{ K : K = G(\omega), K \in K(X), w \in \Omega \}$$

parameterized by elements of $\Omega$. In contrast to the set of linear combinations of kernels, $K(\Omega, G)$ may be a non-linear manifold.

Assume now that one is interested in choosing a kernel $K$ from some admissible set $K(\Omega, G)$ of parameter-dependent kernels $K = K(\omega; t, x)$, where all parametric dependences are collected in a parameter vector $\omega \in \Omega \subset \mathbb{R}^d$.

To this end, we present a novel approach to the data-driven kernel choice from $K(\Omega, G)$ based on the concept of meta-learning [1, 7]. In particular, the kernel is learned to adjust to each given input data $x$ by reconstructing a vector function $\omega = \omega(x)$ governing the choice of the kernel $K = K(\omega; t, x)$, from $K(\Omega, G)$ on the basis of experience with similar tasks. In addition, we illustrate that the presented approach is superior to the “traditional” kernel selection procedure, in which a kernel is chosen “globally” for the whole given training set $z$, but it does not account for particular features of input $x$. The constructed data-driven approach yields better performance as it is seen from the results of the extensive numerical experiments with real clinical data for blood glucose prediction problem [6, 7].

We argue that the presented approach is a new promising direction that could lead to the construction of the efficient data-driven algorithms. It appears that such approach has not been systematically studied so far in the framework of the regularization theory. The investigations presented in the current work are contributing to the first steps in this challenging direction.
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1 Introduction

Pixel classification is the problem of assigning a class to every pixel in an image. This is a classical problem with several applications in medical imaging or in geoscience remote sensing where it is denoted as image classification [2, 6]. A common approach for solving this problem is to use discriminative machine learning techniques and to treat pixels as independent vectors. In order to take into account the spatial prior over the pixels, several approaches have been proposed. One example is to include spatial features or kernels to the pixel representation such as filter output images [6]. Another approach is to use a post-processing on the output of the classifier, for instance by using a Markov Random Field to include spatial information [8]. While the post-processing approach can integrate high order relations between pixels, it is also more computationally intensive.

Another challenge of pixel classification is the dataset itself. The number of pixel N increases quadratically with the size of the image and the number n of labeled pixels is usually small. This suggest the use of semi-supervised learning methods [2] which have led to dramatic performance improvement when the number of labeled pixels is small. Note that in their works, the large number of pixels is handled using low-rank kernel approximations, leading to the learning of a linear SVM on a small number d of nonlinear features.

In this paper, we focus on linear SVM applied on d ≪ N features (potentially nonlinear) extracted form the data. We want not only to use unlabeled pixels in the learning problem but also to promote spatial smoothness on the output of the prediction function, thus using unlabeled pixels. We propose to this end to regularize the SVM output using a term that encodes the spatial neighborhood of the pixels as seen in [5]. This approach is a particular case of manifold-based regularized semi-supervised learning. We discuss in the following how to solve the learning problem for different regularizations on the linear SVM. Finally, numerical experiments are performed in order to show the interest of the approach on a difficult pixel classification problem.

2 SVM with spatial regularization

The dataset consists in a full image of N pixels with d features per pixel (possibly hyperspectral spectrum or other features). These pixels x are stored in the matrix X ∈ R^{N×d}. Only n < N of these pixels with indexes i ∈ L are labeled with y_i ∈ {−1, +1}. We want to learn a prediction function f(·) of the form

\[ f(x) = \sum_i w_i x_i + b = w^T x + b \] (1)

where w ∈ R^d is the normal vector to the separating hyperplane and b ∈ R is a bias term.

2.1 Learning problem

We propose to learn the prediction function with the following optimization problem:

\[
\min_{f} \sum_{i \in L} H(y_i, f(x_i)) + \lambda_r \sum_{i,j} W_{i,j} (f(x_i) - f(x_j))^2 + \lambda_s \Omega(f)
\] (2)

where H(y, f(x)) = max(0, 1 − y f(x))^2 is the squared hinge loss, W ∈ R^{N×N} is a symmetric matrix of general term W_{i,j} that encodes the similarity between pixel i and j, λ_r and λ_s are regularization parameters and Ω(·) is the SVM regularization term.

This problem is a classical semi-supervised learning problem. If the similarity matrix W were chosen to be a Gaussian kernel matrix, the problem would boil down...
to a Laplacian SVM [2]. But it requires the computation of a $O(N^2)$ kernel matrix. In our case, we want to promote smoothness in the output on the prediction function i.e. we want neighbor pixels to have similar prediction score. To this end, we propose a $W$ matrix such that $W_{i,j} = 0$ everywhere except when pixels $x_i$ and $x_j$ are spatial neighbors ($W_{i,j} = 1$). Note that this regularization is similar to a total variation regularization but with a quadratic penalty term. Moreover the Laplacian regularization term can be computed with a complexity $O(N)$ which is essential to large scale learning.

2.2 Optimization algorithm

Problem (2) can be reformulated in the linear case as

$$
\min_{w,b} \sum_{i \in \mathcal{L}} H(y_i, w^\top x_i + b) + \lambda w^\top \Sigma w + \lambda_i \Omega(w)
$$

(3)

where $\Sigma = X^\top (D - W) X$ with $D$ the diagonal matrix such that $D_{i,i} = \sum_{j=1}^N W_{i,j}$.

When $\Omega(w) = \|w\|_2^2$, the problem is a classical $\ell_2$ SVM with a metric regularization ($\Sigma = \Sigma + \lambda_i / \lambda I$). One approach suggested by [7] and [5] is to perform a change of variable $\tilde{w} = \Sigma^{1/2} w$ and $\tilde{x} = \Sigma^{-1/2} x$. The resulting problem can be solved with a classical linear SVM solver such as the one proposed by [3].

When $\Omega(\cdot)$ is a more complex regularization term such as the $\ell_1$ norm, we propose to use a proximal splitting algorithm such as ADMM to solve the problem [1]. This approach allows us to use iteratively the efficient solver discussed above while integrating prior information to the problem through regularization.

3 Numerical experiments

Numerical experiments are performed on a simulated image of size $(100 \times 100)$. The simulated image that can be seen in Fig. 1 is generated as follows: i) the ground truth image is obtained by generating random circles in the image that are set to +1 (−1 for the background), ii) 10 discriminant features are generated by applying Gaussian noise to the ground truth image ($\sigma = 5$), iii) the previous images are filtered by a $3 \times 3$ average filter and a $3 \times 3$ median filter resulting in 20 additional features. iv) 10 images containing only Gaussian noise are added to obtain 40 features.

In order to demonstrate the interest of our approach we randomly select 10 labeled samples from each classes and we learn an independent SVM (IID-SVM), a semi-supervised Laplacian SVM (SS-SVM), and our proposed approach, the spatially regularized semi-supervised SVM (SSS-SVM) for both $\ell_2$ and $\ell_1$ regularization. Results show that smooth classification and prediction maps are enforced leading to an important improvement in recognition performances (see Fig. 1).
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1 Introduction

Low-rank approximations are widely used in data mining, machine learning and signal processing as a tool for dimensionality reduction and factor analysis. In system identification, signal processing and computer algebra, the matrices are often structured, e.g., (block) Hankel, (block) Toeplitz, Sylvester, or banded matrices with fixed bandwidth. Note that sparse matrices are also structured matrices. Unstructured matrices can be considered as a special case of structured matrices as well. Therefore, the goal of structured low-rank approximation is to preserve the given structure while obtaining a low-rank approximation.

Existing approaches [1–4, 6] are based on kernel representation or on solving a system of linear equations in the total least squares sense. We propose a new view of the problem that makes connection with the machine learning literature.

We consider an image representation of the approximation, i.e., given a structured matrix \( D \in \mathbb{R}^{m \times n} \) and a number \( r \) such that \( r \ll m, n \), find two factors \( P \in \mathbb{R}^{m \times r} \) and \( L \in \mathbb{R}^{r \times n} \), such that

\[
D \approx PL
\]

Although each of the constraints can easily be handled separately, imposing both low-rank and fixed structure on the approximation is nontrivial.

In contrast to kernel representations which are more efficient for large \( r \), the proposed approach is meant for problems with small \( r \). Finally, for general structures, existing kernel approaches have restrictions on the possible values of the rank \( r \). With the new approach we can overcome this limitation.

2 Problem formulation

2.1 Structures

Affine structures can be defined as

\[
S(p) = S_0 + \sum_{k=1}^{n_p} S_k p_k,
\]

where \( S_0, S_1, \ldots, S_{n_p} \in \mathbb{R}^{m \times n} \), \( p \in \mathbb{R}^{n_p} \) and \( n_p \in \mathbb{N} \) is the (minimal) number of parameters. Let \( \operatorname{vec}(X) \) denote the vectorized matrix \( X \) and let

\[
S = [\operatorname{vec}(S_1) \cdots \operatorname{vec}(S_{n_p})] \in \mathbb{R}^{mn \times n_p}.
\]

Since \( n_p \) is minimal, \( S \) has full column rank.

For simplicity, we assume that \( S_0 = 0 \), the elements of \( S \) are only 0 and 1, and there is at most one nonzero in each row (non-overlap across \( S_k \)), i.e., every element of the structured matrix corresponds to only one element of \( p \).

2.2 Orthogonal projection on image(\( S \))

Let \( \Pi_S = (S^T S)^{-1} S^T \). It can be shown that the orthogonal projection of a matrix \( X \) on \( \operatorname{image}(S) \) is given by

\[
P_S(X) \equiv S(\Pi_S \operatorname{vec}(X)).
\]

The effect of applying \( \Pi_S \) on a vectorized matrix \( X \) is producing a \( px \) structure vector by averaging elements corresponding to the same \( S_k \). Note that applying \( \Pi_S \) on a (vectorized) structured matrix extracts its structure vector, since \( \Pi_S S p = p \). Finally,

\[
\operatorname{vec}(P_S(X)) = S \Pi_S \operatorname{vec}(X).
\]
2.3 Optimization problem

The weighted structured low-rank approximation problem is formulated as

$$\min_{\hat{p}} \|p - \hat{p}\|_W, \quad \text{such that} \quad \text{rank}(S(\hat{p})) \leq r,$$

where $W \in \mathbb{R}^{n \times n}$ is a symmetric positive definite matrix of weights and $\|x\|_W = x^T W x$. If $W$ is the identity matrix, $\| \cdot \|_W = \| \cdot \|_2$.

Although each of the constraints can easily be handled separately, imposing both low-rank and fixed structure on the approximation is nontrivial. We approach the problem with a regularization technique.

We have the following two choices:

- Regularize the structure constraint

$$\min_{P,L} \| D - P L \|_W^2 + \lambda \| P L - P_S(PL) \|_F^2, \tag{3}$$

where $W$ is a weight matrix, $\lambda$ is a regularization parameter and $F$ stands for the Frobenius norm.

- Regularize the rank constraint

$$\min_{P,L} \| D - P_S(PL) \|_W^2 + \lambda \| P L - P_S(PL) \|_F^2. \tag{4}$$

Note that for $\lambda = \infty$ the term $\| P L - P_S(PL) \|$ have to be 0 and the three problems (2), (3) and (4) are equivalent. The interpretations of (3) and (4) are however different. In (4) the main part is the structure and the low rank is "secondary". In (3) it is the other way around, although in both cases both constraints are satisfied at the solution. We will focus on (4), since it can be formulated using $W$ in the following way

$$\min_{P,L} \| p - \Pi_S \text{vec}(PL) \|_W^2 + \lambda \| PL - P_S(PL) \|_F^2.$$

3 The proposed algorithm

3.1 High-level idea

We solve the minimization problem (4) by alternatingly improving the approximations of $P$ and of $L$

$$\min_{P,L} \| p - \Pi_S \text{vec}(PL) \|_W^2 + \lambda \| PL - P_S(PL) \|_F^2,$$

$$\min_{P,L} \| p - \Pi_S \text{vec}(PL) \|_W^2 + \lambda \| PL - P_S(PL) \|_F^2$$

until convergence.

3.2 Details

Let $I_n$ be the $n \times n$ identity matrix, ‘$\otimes$’ denote the Kronecker product and $\mathbf{W} = \mathbf{M}^\top \mathbf{M}$. Using (1) and the equality vec$(XYZ) = (Z^\top \otimes X) \text{vec}(Y)$, (5) can be reformulated as

$$\min_{P} \left\| \begin{array}{c}
\sqrt{n}(I_m \otimes S \Pi_S) \\
\sqrt{n}(I_m \otimes S \Pi_S)
\end{array} \right\|_{\text{vec}((I_n \otimes P) \text{vec}(L) - [\mathbf{M} p]_2^2),}

\min_{P} \left\| \begin{array}{c}
\sqrt{n}(I_m \otimes S \Pi_S) \\
\sqrt{n}(I_m \otimes S \Pi_S)
\end{array} \right\|_{\text{vec}((L^\top \otimes I_m) \text{vec}(P) - [\mathbf{M} p]_2^2).

These are least squares problems and can easily be solved by standard techniques.

The matrix $P$ can be initialized by a matrix representing the left dominant subspace of $A$. We declare that $PL$ is a structured matrix if

$$\|PL - P_S(PL)\|_F^2 < 10^{-12}.$$

3.3 Parameter $\lambda$

In theory, if we fix $\lambda = \infty$, then we have the exact structured low-rank approximation problem. In practice, we start from a small value and increase it with each iteration until it reaches a “large enough” value. This way we allow the algorithm to move to a “good region” quickly and then impose more strictly all constraints. For convergence properties, we rely on the theory of quadratic penalty method from [5, §17.1].
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1 Introduction

Support Vector Machines (SVMs) [9, 10] are one of the most effective techniques for classification purposes. The SVMs learning phase is a computationally intensive process that consists of two phases: during the training (TR) step, a set of parameters is found [8]; during the Model Selection (MS) phase, a set of additional variables (hyperparameters) is tuned to find the SVM characterized by optimal performance in classifying previously unseen data [1]. In case of linear SVM classifiers, for example, the set of hyperparameters is $C = \{C\}$, where $C$ weights a regularization term [10].

With the growth of Online Learning (OL) applications (involving large data streams with varying distribution) [2, 3], the naïve SVM is incapable of handling such problems without any modifications: in fact, in the OL framework model update is necessary every time a new sample is gathered [2, 3], but a complete MS-TR run from scratch becomes computationally prohibitive. While incremental TR algorithms have been developed in order to incorporate additional training samples [3, 7], the extension to the OL framework of MS approaches is not as much straightforward, despite representing a desirable feature [5, 7].

In this paper, we thus focus on the MS step of SVM learning in the OL framework, by proposing an efficient heuristic approach for updating the set of hyperparameters $C$ when new samples are collected.

2 MS in the OL framework

Let us consider a continuous online stream of data $D_t = \{(x_1, y_1), \ldots, (x_t, y_t), \ldots\}$, $x_t \in \mathbb{R}^d$, $y_t = \pm 1$ where the relation between $x$ and $y$ is encapsulated by an unknown distribution $\mathcal{P}_t$ that can change over time. The goal is to exploit newly gathered data, obtained from the stream, in order to learn, or improve, a function $f_t$ that approximates $\mathcal{P}_t$.

Typically, in the OL framework, MS is performed only once in a batch mode by exploiting the first $t$ data collected: by using a conventional MS approach, such as the K-Fold Cross Validation (KCV), the SVM hyperparameters are fixed to the optimal value at the $t$-th step $C^*_t$ and a first model is trained ($f_1$). When $\Delta$ new samples are gathered at step $t + \Delta$, the learning set is updated $D_{t+\Delta} = D_t \cup \{(x_{t+1}, y_{t+1}), \ldots, (x_{t+\Delta}, y_{t+\Delta})\}$ and $f_{t+\Delta}$ is consequently modified, e.g. accordingly to the method proposed in [3]. As $C^*_t$ is kept constant in this process, we define this OL approach as NO-MS.

Ideally, instead, we should both be able to update the model and the set of hyperparameters thanks to the new collected samples. A possible, but computationally expensive, approach consists in performing a full MS-TR procedure at every step, i.e. a complete learning from scratch every time new patterns are collected: we define this approach as Complete-MS (C-MS).

In this work, we propose a new heuristic approach, where MS is not completely neglected in OL, as in NO-MS, but a whole re-learning is avoided, contrarily to C-MS. Analogously to NO-MS, we start by identifying the best hyperparameters set $C^*_t$ and model $f_t$ at the $t$-th step with a KCV procedure; differently from NO-MS, we also have to keep track of the $k$ models $f_{t}^{(1)}, \ldots, f_{t}^{(k)}$ trained while applying KCV. When $\Delta$ new samples are acquired, we want both to modify the hyperparameters set and the model: it is reasonable to assume that, if $\Delta$ is not large (i.e. it is not comparable to $t$), the hyperparameters will not vary too much from the previous best value. Thus, we can define a neighborhood...
set \( C'_t \), centered around \( C'_t \): for example, if linear kernels are concerned, we can define a neighborhood set \( C \in \left[ C'_t, \epsilon C'_t, \epsilon^2 C'_t \right] \), where \( \epsilon > 1 \). We can update the KCV samples set (refer to Fig. 1) and, accordingly, the KCV models \( f_{t+1} \) by exploiting the approach proposed in [4] for every value of the hyperparameters included in the neighborhood set: through a conventional MS approach based on KCV, we can thus identify the best hyperparameters configuration \( C'_{t+1} \in C'_t \). Finally, \( f_{t+1} \) is trained accordingly to \( C'_{t+1} \) and the \( \Delta \) new samples collected by exploiting the procedure described in [4]. We define this approach as OL-MS.

The supplementary computational burden with respect to NO-MS is limited: in fact, we have to update \( k + 1 \) models instead of 1 and we have to perform a KCV MS at each updating step, but limited to a restricted neighborhood set; however, the OL-MS approach copes with (reasonably slow) modifications of \( \mathcal{P}_t \), allowing to properly re-tune the models and the hyperparameters configuration and, thus, representing an effective trade-off between the computationally unfeasible C-MS and the unadaptive NO-MS procedures.

3 Preliminary Results and Discussion

We compare the three approaches, introduced above, by using the Spam dataset [6], consisting of 9324 samples and \( d = 39917 \) features. Since \( d \gg n \), a linear classifier is sufficient to separate the samples (i.e. \( C = \{ C \} \)). We use an initial batch of \( t = 1000 \) samples for the first learning, and we perform OL by adding \( \Delta = 50 \) samples per iteration. We look for the hyperparameter \( C \) in the range \([10^{-5}, 10^2]\) by using 50 points equally spaced in logarithmic scale, while we fix \( k = 4 \) for the KCV procedure. We also set \( \epsilon = 10 \) in OL-MS.

For the three approaches presented, Fig. 2 shows the error rates on the test set, consisting of the next \( 10 \Delta \) samples not yet exploited for OL, while Tab. 3 presents the learning times on a conventional PC. Results clearly show that the proposed OL-MS procedure represents a good trade-off between accuracy and training time: while the former is comparable to the one of C-MS, the latter are more than one order of magnitude smaller than the time needed by C-MS and acceptable in several OL applications. These results are encouraging, nevertheless the OL-MS approach requires that extensive simulations are performed to assess its performance and to study the effect of variations of parameters (e.g. \( \epsilon \)) on the quality of the results (both in terms of error rate and training time).

<table>
<thead>
<tr>
<th>Method</th>
<th>Training Time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO-MS</td>
<td>0.60 ± 0.25</td>
</tr>
<tr>
<td>C-MS</td>
<td>43.92 ± 1.31</td>
</tr>
<tr>
<td>OL-MS</td>
<td>2.57 ± 0.35</td>
</tr>
</tbody>
</table>

Tab. 1: Training times for the different OL approaches.
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Variable selection is a fundamental challenge in statistical learning if one works with data sets containing huge amount of predictors. Such problems often occur in computational biology, medicine or banking. Finding significant (relevant) variables helps to better understand the problem and improves statistical inference. One of methods solving this problem is Lasso [7]. The main characteristic of this procedure is an ability to select significant variables and estimate unknown parameters simultaneously if the penalty term is chosen in an appropriate way. Our goal is to investigate properties of estimators based on minimization of such penalized empirical risk with a convex loss function.

In the paper we consider a model with \( X \) being a \( d \)-dimensional random vector and \( Y \) a random variable. For convenience we assume that \( X \in \mathbb{R}^d \) and \( Y \in \mathbb{R} \). We treat \( X \) as a vector of predictors and \( Y \) as a response variable. The dependence between \( Y \) and \( X \) is contained in a parameter \( \theta^* \in \mathbb{R}^d \). We think of the \( j \)-th variable being relevant in the considered model if \( \theta^* \neq 0 \) and irrelevant otherwise. Let relevant predictors be determined by a set \( \mathcal{A} = \{1, \ldots, d_0\} \) for some \( 0 < d_0 < d \), so our model depends on a subset of all predictors. Denote \( \theta^*_A = \{\theta^*_1, \ldots, \theta^*_{d_0}\} \).

Let \( f(\theta, y, x) \) be a real loss function. We assume that \( f \) is convex with respect to \( \theta \) for fixed \( z = (y, x) \) and measurable with respect to \( z \) for fixed \( \theta \). Consider the convex function \( Q(\theta) = \mathbb{E} f(\theta, Z) \) and its minimizer \( \theta^* \). If we do not know the distribution of \( Z \), then we cannot calculate \( \theta^* \) directly. However, if we have a sample \( Z_1, \ldots, Z_n \) of independent copies of \( Z \), then we can minimize \( Q_n(\theta) = \frac{1}{n} \sum_{i=1}^n f(\theta, Z_i) \) instead of \( Q(\theta) \). This standard approach is often modified by adding some penalty to the empirical risk \( Q_n \). Considering Lasso we are to minimize a convex in \( \theta \) function \( \Gamma_n(\theta) = Q_n(\theta) + \frac{\lambda_n}{n} |\theta|_1 \), where \( |\cdot|_1 \) is the \( l_1 \)-norm of the vector \( \theta \), i.e. \( |\theta| = \sum_{j=1}^d |\theta_j| \) and \( \lambda_n > 0 \) is a number dependent on \( n \) that is chosen by a researcher. It is a balance between minimizing the empirical risk and the penalty. We denote the minimizer of \( \Gamma_n(\theta) \) by \( \hat{\theta} \).

The form of the penalty is crucial, because its singularity at the origin implies that some coordinates of the minimizer \( \hat{\theta} \) are exactly equal to zero if \( \lambda_n \) is sufficiently large. Thus, by minimizing the function \( \Gamma_n(\theta) \) we estimate unknown parameters and select significant predictors simultaneously.

Lasso is very popular in model selection and estimation. Its theoretical properties for linear models with the quadratic loss function or generalized linear models were widely studied [1, 3, 4, 9, 10]. However, there is a comprehensive literature where one uses Lasso estimators with different loss functions, for instance the absolute value or the "hinge" loss well-known in machine learning. There is a natural question if using more appropriate in investigated model non-quadratic loss function we can expect that the estimator behaves in model selection similarly to the relatively well-studied quadratic loss case. In our paper we describe properties of estimators based on minimization of Lasso-type penalized empirical risk with a convex loss function, in particular this loss function can be nondifferentiable. Our results generalize theorems from the above-mentioned papers if \( d \) is fixed, i.e. it does not depend on \( n \). While working with the convex setting we need some standard regularity assumptions:

(a) \( \theta^* \) is unique,
(b) \( Q \) is twice differentiable at \( \theta^* \) and \( H = \nabla^2 Q(\theta^*) \) is positive definite,
(c) \( \mathbb{E} |\partial f(\theta, Z)|^2 < \infty \) for each \( \theta \) in some neighbourhood of \( \theta^* \). We do not require that the subgradient \( \partial f(\theta, z) \) of a convex function \( f(\theta, z) \) is unique, we only require that it is a measurable selection of the subgradient.
We prove (Theorem 0.1) that considered estimator cannot be an "oracle", because if the rate in estimation is optimal then the consistency in model selection is not possible. Denote $A_n = \{ j \in \{1, \ldots, d \} : \theta_j \neq 0 \}$.

**Theorem 0.1.** If $\lambda_n/\sqrt{n} \to \lambda_0 \geq 0$, then 
(a) $\sqrt{n}(\hat{\theta} - \theta^*) \to_d \arg \min \theta \ V(\theta)$, where 
\[ V(\theta) = \frac{1}{2}\theta^T H\theta + W^T \theta + \lambda_0 \sum_{j \in A} \theta_j \text{sign}(\theta_j^*) + \lambda_0 \sum_{j \not\in A} |\theta_j| \]
and $W \sim N(0, D)$ with $D = \text{Var} \partial f(\theta^*, Z)$. 
(b) $\limsup_n P(\mathcal{A}_n = A) \leq K < 1$, where $K$ is a constant.

Moreover, we show that even if one agrees on the worse rate in estimation, then consistency in model selection is possible but not guaranteed. We obtain necessary and sufficient conditions (Theorem 0.2) for consistency in model selection in this case.

**Theorem 0.2.** Suppose that $\frac{\lambda_n}{n} \to 0$, and $\frac{\lambda_n}{\sqrt{n}} \to \infty$.
(a) If Lasso estimator is consistent in model selection, then the inequality
\[ |H_1^T H_1^{-1} \text{sign}(\theta_\lambda^*)| \leq 1, \]
holds componentwise and matrices $H_1$ and $H_2$ are taken from the matrix
\[ H = \begin{pmatrix} d \times d_0 & d \times (d-d_0) \\ H_1 & H_2 \end{pmatrix}. \]
(b) If the inequality
\[ |H_2^T H_1^{-1} \text{sign}(\theta_\lambda^*)| < 1 \]
holds componentwise, then Lasso estimator is consistent in model selection.

Furthermore, we describe an improvement of Lasso that was proposed in [10] and called "adaptive Lasso". It relies on adding different weights to different predictors in the penalty. Namely, we are to minimize the function $\Gamma_n^*(\theta) = Q_n(\theta) + \frac{1}{\sqrt{n}} \sum_{j=1}^d \frac{y_j}{|b_j|}$, where $\beta$ is an arbitrary estimator of $\theta^*$ such that \( \sqrt{n}(\hat{\beta} - \theta^*) = O_p(1) \). We prove that the oracle property holds in the convex setting that extends previous theorems [8, 10].

**Theorem 0.3.** If $\lambda_n \to \infty$ and $\frac{\lambda_n}{\sqrt{n}} \to 0$, then the adaptive lasso estimator $\hat{\theta}^\lambda = \arg \min_{\theta} \Gamma_n^*(\theta)$ is an oracle:
(a) $\lim_{n \to \infty} P(\mathcal{A}_n = A) = 1$,
(b) $\sqrt{n}(\hat{\theta}_\lambda^* - \theta_\lambda^*) \to_d N(0, H_1^{-1} D_1 H_1^{-1})$ and the matrix $D_1$ is a $(d_0 \times d_0)$ upper-left submatrix of $D$.

Notice that convexity of the loss function and methods from the convex empirical process theory [2, 5, 6] play crucial roles in our argumentation. Finally, we discuss regularity assumptions in the non-trivial case that the loss function is non-differentiable, for instance $f(\theta, z) = |y - \theta^T x|$. If we want the risk $Q(\theta) = E[|Y - \theta^T X|]$ to be twice differentiable at $\theta^*$, we need some regularity assumptions on the probability distribution of $(Y, X)$.

Consider the standard linear model $Y = (\theta^*)^T X + \epsilon$, where $E[X^2 < \infty]$, besides $\epsilon$ and $X$ are independent. Then we only need that $\epsilon$ has a density $l(\cdot)$ continuous and positive in a neighbourhood of zero. In this case one can calculate that $H = 2l(0) EXX^T$ and $D = EXX^T$ (see [6]).
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1 Introduction

Pattern recognition has shown to be highly promising for clinical neuroimaging research both for computer-assisted diagnosis and for predicting future disease outcome. To date, nearly all applications have focussed on binary classification, with only a few applications of (single output) regression. These approaches are over-simplifications for most clinical problems, where it may be necessary to predict multiple outcomes to adequately describe a disease state (e.g. to measure different types of symptoms). Multi-output learning is thus a natural candidate for this type of problem, but has received little attention from the neuroimaging community. Here, we demonstrate its suitability for neuroimaging. We extend a recently proposed approach based on conditional Gaussian graphical models (CGGMs) where we enforce sparsity on the precision matrix using a dual elastic net penalty, derive patterns of predictive weights and are collected in the $n \times m$ matrix $Y = [y_1, \ldots, y_n]^T$. The goal is to simultaneously predict the outputs while properly accounting for the dependencies between them. Conventionally, this is achieved by generalising single output regression, using a different weight vector to predict each output, i.e. $Y = XB + E$, where $B$ is a $d \times m$ weight matrix and $E$ is an $m \times m$ residual matrix. Most existing approaches to estimate $B$ have limitations in that they either: (i) account for dependencies between the weight vectors or between the targets, but not both or (ii) require the dependency structure between outputs to be specified a priori, which requires knowledge that is unlikely to be available for many applications. In this work, we generalise a recently proposed approach that overcomes these limitations [4]. Here, the problem is recast in a CGGM framework which assumes a joint Gaussian distribution over the inputs and targets, i.e. $[X^T, Y^T]^T \sim N(0, \Sigma)$. The aim is then to estimate the entries of the precision matrix: $\Theta = \Sigma^{-1} = \begin{pmatrix} \Sigma_{xx} & \Sigma_{xy} \\ \Sigma_{yx} & \Sigma_{yy} \end{pmatrix}$. It turns out that this representation has a correspondence to the conventional formulation, with $B = -\Theta_{xy}^{-1} \Theta_{yy}$. Model parameters can be estimated by considering the conditional log-likelihood:

$L(X, Y | \Theta_{xy}, \Theta_{yy}) = -0.5 \left( -n \log \det(\Theta_{yy}) + \text{tr} \left[ (Y + X\Theta_{xy}\Theta_{yy}^{-1})(Y + X\Theta_{xy}\Theta_{yy}^{-1})^T \right] \right)$

Maximum likelihood estimation of this model is equivalent to estimating each output independently, but applying regularisation allows the weights for each output
to borrow strength from one another. We apply two elastic net penalties, which force some entries of $\Theta_{xy}$ and $\Theta_{yy}$ to zero, while retaining correlated features. This last property is important because neuroimaging data is characterised by substantial spatial and temporal correlation. Therefore, we aim to maximise:

$$L(X, Y | \Theta_{xy}, \Theta_{yy}) - \lambda_1 |\alpha_1|\Theta_{xy}|_1 + (1 - \alpha_1)\|\Theta_{xy}\|_2^2 - \lambda_2 |\alpha_2|\Theta_{yy}|_1 + (1 - \alpha_2)\|\Theta_{yy}\|_2^2,$$

where $|.|_1$ is a matrix L1 norm, $\|.|_F$ is the Frobenius norm and $\alpha_j$ and $\lambda_j$ are regularisation hyperparameters. This is a convex optimisation problem (see [4]), which we solve using a projected scaled subgradient method. Note that it is not necessary to explicitly estimate $\Theta_{xx}$, which is advantageous because neuroimaging data are often very high dimensional.

We apply this method to predicting clinical scores from neuroimaging data from patients with a motor neurodegenerative disorder (see [1] for details). Here, we use the structural neuroimaging data from 19 patients with multiple system atrophy. We aim to predict a set of eight standard clinical scales: Universal Parkinson’s disease rating scale 1 (UPDRS1 - mentation and mood), UPDRS2 (activities of daily living), UPDRS3 (motor function), PIGD (postural stability), the short motor disability scale (SMDs), Hoehn and Yahr (HY - measuring disease staging) and the Schwab and England activities of daily living scale (SE-ADL). This is a highly challenging problem because the scales are calibrated across different ranges. We use nested cross-validation with a grid search to optimise the hyperparameters. While CGGM is computationally tractable for whole-brain prediction, a full grid search becomes quite computationally demanding. Therefore, we reduce the dimensionality using agglomerative clustering [2]. We construct features from a set of “scalar momentum” image features [3], with the number of clusters fixed to 200 (100 grey- and 100 white matter).

### 3 Results

The error obtained by the CGGM on all symptom scales is reported in Table 1 along with a baseline model that predicts each target separately (ridge regression). The CGGM produced equivalent or better performance for seven of the eight scales. A second important outcome is an estimate of the partial correlation between variables ($\rho$), which can be derived from $\Theta_{yy}$ (Fig 1) and is useful to quantify the relationships between output variables. A third outcome is a visualisation of the predictive weights in the original voxel space, which is particularly crucial for neuroimaging, but a lack of space precludes its presentation here. Note that the optimal parameters from the grid search favoured a largely non-sparse model for both $\Theta_{yy}$ and $\Theta_{xy}$. Therefore a ridge penalty would probably perform equivalently for this data, although this would have been difficult to determine in advance.

### 4 Conclusions

We have demonstrated a flexible multi-output learning approach based on CGGMs for neuroimaging data. This approach produced highly promising performance on the clinical dataset investigated and provides measures that are useful to help understand the relationships between different outputs and how well they can be predicted from the neuroimaging data.
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Abstract: This study is concerned with some algorithms for solving high-dimensional convex optimization problems appearing in applied sciences like signal and image processing, machine learning and statistics. We improve an optimal first-order approach for a class of objective functions including costly affine terms by employing a special multidimensional subspace search. We report some numerical results for some imaging problems including nonsmooth regularization terms.

1 Introduction and Basic Idea

Lots of applications in signal and image processing, machine learning, statistics, geophysics, etc include affine terms in their structure that are the most costly part of function evaluations. Therefore, we consider the following unconstrained convex optimization problem

minimize \( f(x) := \sum_{i=1}^{n_1} f_i(x, A_i(x)), \)  

(1)

where \( f_i(x, v_i) \) \((i = 1, \ldots, n_1)\) are convex functions defined for \( x \in \mathbb{R}^n \) and \( v_i = A_i(x) \in \mathbb{R}^{m_i} \), and the \( A_i \) are linear operators from \( \mathbb{R}^n \) to \( \mathbb{R}^{m_i} \). The aim is to derive an approximating solution \( x \) just using function values \( f(x) \) and subgradients \( g(x) \). Consider the following generic first-order descent algorithm:

**Multidimensional subspace search procedure**

Input: \( x_b \in \mathbb{R}^{n_1}; U_i \in \mathbb{R}^{m_i} \); \( V \in \mathbb{R}^{m \times n} \);

Begin  
- approximately solve the \( M \)-dimensional problem  
  \( t^* \approx \arg\min_{t \in \mathbb{R}^M} \hat{f}(t) \) where \( \hat{f}(t) := f(x_b + Ut) = \sum_{i=1}^{n_1} f_i(x + Ut, v_i + Vt) \)  
- \( \bar{x}_b = x_b + Ut \);

End

2 Specific version of the algorithm

The general idea is made specific by choosing a particular descent algorithm. We use the OSGA algorithm, \[3\], which monotonically reduces a bound on the error \( f(x_b) \) of the function value of the best known point \( x_b \). The modified version of OSGA including affine scaling and the multidimensional subspace search, as defined above, is called ASGA which is suitable to deal with high-dimensional convex optimization appearing in applications. In ASGA, the subproblem (3) is also solved by OSGA.

The OSGA algorithm generates and updates linear relaxations

\[ f(z) \geq \gamma + h^T z \quad \forall z \in \mathbb{R}^n, \]

where \( \gamma \in \mathbb{R}, h \in \mathbb{R}^n \). In line 3 of the algorithm we set \( x'_b = x_b + \alpha (u - x_b) \), where \( u = U(\gamma, h) \in C \) solves a minimization problem of the form

\[ E(\gamma, h) := - \inf_{x \in \mathbb{R}^n} \frac{\gamma + h^T z}{Q_0 + \frac{1}{2}||z - z_0||^2}. \]  

(4)
For details see [3]. It is proved in [3] that OSGA achieves the optimal complexity bounds $O(1/\sqrt{\epsilon})$ for the optimization of smooth convex functions and $O(1/\epsilon^2)$ for nonsmooth convex functions [2], no matter which heuristic choice $\bar{x}_b$ is made, so ASGA is an optimal complexity algorithm.

3 Numerical Results

This section reports some numerical results to show the efficiency of the proposed algorithms for solving practical problems arising in applications. On the basis of the fact that OSGA and ASGA just need function and subgradient evaluations, they can be employed in solving wide range of problems including regularization terms. Examples include lasso, basis pursuit denoising, $l_1$ and $l_2$ decoding, isotropic and anisotropic total variation, group regularizations, elastic net, nuclear norm, linear support vector machine, kernel-based models.

Here, we consider the $l_2^2$-ITV regularization problem defined by

$$f(x) = \frac{1}{2} \|A(x) - b\|^2_2 + \lambda \|x\|_{ITV},$$

where $\|.\|_{ITV}$ denotes the isotropic TV norm and $A$ is a linear operator chosen as in the TwIST package for reconstruction of the $512 \times 512$ blurry-noisy Lena image.

If we count the images of Fig. 2 row by row, the first image is the original image, and the second image shows a blurry-noisy image constructed by adding noise and uniform $9 \times 9$ blur with BSNR = 40 dB. The rest of the images are restored by the minimization problem (3) where $x_0$ is given by a Wiener filter for all considered algorithms. The third image is produced by the IST algorithm, while the fourth image is recovered by TwIST [4]. Also the fifth image restored by OSGA and the sixth images was reconstructed by ASGA. It is clear that the final function value of the proposed algorithms is less than those of IST and TwIST and the restored image visually looks good. This shows that the proposed algorithms can effectively reconstruct blurry and noisy images at a reasonable cost.
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Abstract: We propose a method to estimate several Gaussian graphical models that share a common structure with modular topology. To encourage modularity we define a novel adaptive fused penalty. We also propose a generalization of the fused penalty to a more general one defined by graphs. We use this penalty to correct for unequal sample sizes in the data or integrate ordered variables. We optimize the penalized log-likelihood using ADMM and show by simulation that our method performs better than competitors. We apply our method in the study of regulators in glioblastoma, breast and ovarian cancer.
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1 Introduction

Modeling of transcription networks is a popular approach to cancer research at molecular level. It has been used to integrate several types of genomic cancer data, identify genes with altered copy number as disease drivers, construction of features for prediction of patient survival and identification of potential therapeutic targets as hubs [3].

Assume that transcription information (mRNA) of class $k$ (such as a cancer type), $k = 1, 2, \ldots, K$, can be modeled as a realization of a multivariate normal distribution with mean $\mu^k$ and covariance matrix $\Sigma^k$. In this case, the problem of estimating the network is equivalent to estimate the precision matrix $\Omega^k = (\Sigma^k)^{-1}$.

To jointly estimate these networks, we optimize a penalized version of the log-likelihood function using ADMM [1]. We include an elastic net penalty in order to obtain sparse networks for ease of interpretation. Since it is biologically reasonable to assume that some of the classes will share regulators, we also include a fused penalty, to achieve equality across classes. Finally, we believe that this equality constraint should be smooth at least locally, thus we defining a module or a modular network structure. To encourage modularity we define an adaptive fused penalty through an adaptivity factor. This adaptivity factor is computed from an initial zero-consistent [5] solution, that encourages fusion for neighborhoods of links.

2 Methods and Results

Consider $K$ data sets $X^1, X^2, \ldots, X^K$ with $K \geq 2$ corresponding to $K$ classes. Data set $X^k$ consists of $n_k$ observations and $p$ variables, which are common to all $K$ classes. We assume the observations within each data set to be i.i.d. $N(0, \Sigma^k)$. Let $\Theta^k = (\Sigma^k)^{-1}$ and $S^k$ be the empirical covariance matrix of the $k$ class. We propose, similarly to [2], to optimize the penalized log-likelihood function

$$
\ell(\{\Theta\}) = \sum_{k=1}^{K} n_k \left[ \ln \left( \det (\Theta^k) \right) - \text{tr} \left( S^k \Theta^k \right) \right] - \lambda_1 \sum_{k=1}^{K} \sum_{i \neq j} |\theta^k_{ij}| + (1 - \alpha) \left( \theta^k_{ij} \right)^2 - \lambda_2 \sum_{k<k'} \sum_{i,j} \omega_{ij} |\theta^k_{ij} - \theta^{k'}_{ij}|, 
$$

(1)

where $\theta^k_{ij}$ is the $ij$ element of $\Theta^k$; $\lambda_1, \lambda_2$ are the tuning parameters for the elastic net and fused penalties, respectively; and $\omega_{ij}$ are the adaptivity factors. We define the latter as follows

$$
\omega_{ij} = \left[ \sum_{k<k'} |\tilde{\theta}^k_{ij} - \tilde{\theta}^{k'}_{ij}| \sum_{k<k'} \sum_{i,j \in N_{ij}} \left( |\theta^k_{ij} - \theta^{k'}_{ij}| + |\theta^k_{ji} - \theta^{k'}_{ji}| \right)^{-\gamma} \right]^{-1},
$$

(2)

where the $\tilde{\theta}^k_{ij}$ are the initial estimates of the network, $N_{ij}$ denotes the set of neighbors of link $(i,j)$, that is, the set of links connected to genes $i$ and $j$; and $\gamma$ is a positive parameter that controls the level of adaptivity. This adaptivity factor encourages fusion of link $(i,j)$
across all classes when they are already close, or when its neighbors are. By doing this, we adapt the tuning parameter for the fused penalty, $\lambda_2$, based on an initial zero-consistent estimate of the network ([7]).

Figure 1 shows the ROC curves, averaged over 50 replications, for modular and non-modular simulated data. They show a comparison of our method, Adaptivity I, for $\gamma = 1$ and $\gamma = 0.5$, and the regular fused lasso (No adaptivity). The figure shows that our method performs better in the presence of modularity and as well as the regular fused lasso when modularity is absent.

**Generalization to specific pairwise penalties**

The adaptivity parameter (2) can be modified so it penalizes determined pairwise differences. This is necessary when looking for neighborhoods where all links are equal across the same subset of classes. In this case the adaptivity factor $\omega_{ij}^{kk'}$ has to be defined for each pair of classes $kk'$.

Data sets with unequal sample sizes present a challenge for network estimation. Classes with larger sample sizes tend to dominate the estimation in two ways. They make the estimated networks of classes with smaller sample sizes sparser than those with larger sample sizes. Also, they make classes with smaller sample sizes to fuse to each other faster than to classes with larger sample sizes. To alleviate this, we define a class specific sparsity penalty and a pairwise specific fused penalty, both corrected by an effective sample size [4].

Another interesting problem arises in the presence of ordered variables. For example, if survival data is available, samples can grouped in $T$ survival levels, thus creating a total of $KT$ classes. The fact that survival is an ordered variable implies that, for a given cancer class $k$, network links can be fused only for consecutive survival levels $t$ and $t + 1$. This is part of our future work.

To optimize equation (1) in the presence of pairwise specific adaptivity factors $\omega_{ij}^{kk'}$, we solve the required fused lasso problem following [6].

We simulate data with pair-specific modular structure (Modular networks 2), as opposed example (Modular networks 1). In Figure 2 we show the box plots, computed over 100 replications, for the TPR and constrained FPR to approximately 0.1. No adaptivity corresponds to the regular fused lasso, Adaptivity I to the non-pairwise specific fused penalty with and Adaptivity II to the pairwise specific case, also computed with $\gamma = 1$.

**Fig. 2: Box plots for TPR with FPR=0.1.** All methods perform similarly for non-modular networks. Our method performs better in presence of modularity.

We see that, in the absence of modularity all methods perform similarly. When the same modularity structure is present across all classes, Adaptivity I performs better. In the case of pair-specific class modularity Adaptivity II shows a superior performance.
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Abstract: We study the learning behavior of $\ell_1$-regularized kernel regression. We show that a function space involved in the error analysis induced by the $\ell_1$-regularizer and kernel function has nice behaviors in terms of the $\ell_2$-empirical covering numbers of its unit ball. Based on this result, we obtain the best learning rates of the algorithm so far.
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1 Introduction

The regression problem aims at estimating the function relations from random samples and occurs in various statistical inference applications. An output estimator of regression algorithms is usually expressed as a linear combination of features, i.e., a collection of candidate functions. As an important issue in statistical leaning theory and methodologies, sparsity focuses on studying the sparse representations of such linear combinations resulting from the algorithms. It is widely known that an ideal way to obtain the sparsest representations is to penalize the combinatorial coefficients by the $l_0$-norm. However, the algorithms based on $l_0$-norm often lead to an NP-hard discrete optimization problem, which motivates the researchers to consider the $l_q$-norm ($0 < q \leq 1$) as the substitution. In particular, the $l_1$-norm constrained or penalized algorithms have achieved great success in a wide range of areas from signal recovery to variable selection in statistics. Due to the intensive study on compressed sensing, the algorithms involving the $l_1$-norm have drawn much attention in the last few years and been used for various applications, including image denoising, medical reconstruction and database updating.

Here, we focus on the $l_1$-regularized kernel regression. This algorithm minimizes a least-square loss functional adding a coefficient-based $l_1$-penalty term over a linear span of features generated by some kernel function. We establish a rigorous mathematical analysis on the asymptotic behavior of the algorithms under the framework of statistical learning theory.

2 Formal Setting

Let $X$ be a compact subset of $\mathbb{R}^d$ and $Y \subset \mathbb{R}$, $\rho$ be a Borel probability distribution on $Z = X \times Y$. For $f : X \to Y$ and $(x, y) \in Z$, the least-square loss is given by $(f(x) - y)^2$. Then the resulting target function is called regression function and satisfies

$$f_\rho = \arg \min \ \left\{ \int_Z (f(x) - y)^2 d\rho \mid f : X \to Y, \text{measurable} \right\}.$$

In the supervised learning framework, $\rho$ is unknown and one estimates $f_\rho$ based on a set of observations $z = \{(x_i, y_i)\}_{i=1}^n \in Z^n$ which is assumed to be drawn independently according to $\rho$. We additionally suppose that the conditional distribution $\rho(\cdot | x)$ is supported on $[-M, M]$, for some $M > 0$ and each $x \in X$.

Given a kernel function $K : X \times X \to \mathbb{R}$, the output estimator of $l_1$-regularized kernel regression is expressed as $f = \sum_{i=1}^m c_i K(x, x_i)$, where its coefficient sequence $c = (c_i)_{i=1}^m$ is a solution of the optimization problem

$$\min_{c \in \mathbb{R}^m} \left\{ \frac{1}{m} \sum_{j=1}^m (y_j - \sum_{i=1}^m c_i K(x_j, x_i))^2 + \gamma \|c\|_1 \right\}.$$

Here $\gamma > 0$ is called a regularization parameter and $\|c\|_1$ denotes the $l_1$-norm of $c$. Recall that for any sequence $w = (w_n)_{n=1}^\infty$, the $l_1$-norm is defined as

$$\|w\|_1 = \sum_{n \in \text{supp}(w)} |w_n|,$$

where $\text{supp}(w) := \{n \in \mathbb{N} : w_n \neq 0\}$. The kernel $K$ here is not necessarily symmetric or positive semi-definite, which leads to much flexibility.

3 Main Results

3.1 Capacity of the hypothesis space under $\ell_1$-constraint

We shall show a nice feature of the $\ell_1$-regularizer on tight bounds for $\ell_2$-empirical covering numbers of a related function space $H_1$. 87
The metric is given by
\[ \|f\| = \inf \left\{ \sum_{j=1}^{\infty} |a_j| : f = \sum_{j=1}^{\infty} a_j K_{u_j} \right\}. \]

The continuity of \( K \) ensures that \( \mathcal{H}_1 \) consists of continuous functions. Denote the ball of radius \( R > 0 \) as \( \mathcal{B}_R = \{ f \in \mathcal{H}_1 : \|f\| \leq R \} \).

The \( \ell_2 \)-empirical covering number is defined by means of the normalized \( \ell_2 \)-metric \( d_2 \) on the Euclidian space \( \mathbb{R}^l \), i.e., for any \( a = (a_i)_{i=1}^l, b = (b_i)_{i=1}^l \in \mathbb{R}^l \), the \( \ell_2 \)-metric is given by
\[ d_2(a, b) = \left( \frac{1}{l} \sum_{i=1}^{l} |a_i - b_i|^2 \right)^{1/2}. \]

**Definition 2.** For a subset \( S \) of a pseudo-metric space \( (M, d) \) and \( \epsilon > 0 \), the covering number \( N(S, \epsilon, d) \) is defined to be the minimal number of balls of radius \( \epsilon \) whose union covers \( S \). For a set \( \mathcal{F} \) of functions on \( X \) and \( \epsilon > 0 \), the \( \ell_2 \)-empirical covering number of \( \mathcal{F} \) is given by
\[ N_2(\mathcal{F}, \epsilon) = \sup_{i \in \mathbb{N}} \sup_{u \in X^i} N(\mathcal{F}[u], \epsilon, d_2), \]
where for \( l \in \mathbb{N} \) and \( u = (u_i)_{i=1}^l \in X^l \), we denote the covering number of the subset \( \mathcal{F}[u] = \{(f(u_i))_{i=1}^l : f \in \mathcal{F}\} \) of the metric space \( (\mathbb{R}^l, d_2) \) as \( N(\mathcal{F}[u], \epsilon, d_2) \).

We will present a bound on the logarithmic \( \ell_2 \)-empirical covering numbers of \( \mathcal{B}_R \). This bound holds for a general class of input space satisfying an interior cone condition.

**Definition 3.** A subset \( X \) of \( \mathbb{R}^d \) is said to satisfy an interior cone condition if there exist an angle \( \theta \in (0, \pi/2) \), a radius \( R_X > 0 \), and a unit vector \( \xi(x) \) for every \( x \in X \) such that the cone
\[ C(x, \xi(x), \theta, R_X) = \left\{ x + ty : y \in \mathbb{R}^d, |y| = 1, \right. \]
\[ \left. y^T \xi(x) \geq \cos \theta, 0 \leq t \leq R_X \right\} \]
is contained in \( X \).

**Remark 1.** The interior cone condition excludes those sets \( X \) with cusps. It is valid for any convex subset of \( \mathbb{R}^d \) with Lipschitz boundary [1].

Now we are in the position to give our result on the capacity of \( \mathcal{B}_1 \).

**Theorem 1.** Let \( X \) be a compact subset of \( \mathbb{R}^d \). Suppose that \( X \) satisfies an interior cone condition and \( K \in \mathcal{C}^s(X \times X) \) with \( s > 0 \). Then there exists a constant \( C_{X,K} \) that depends on \( X \) and \( K \) only, such that
\[ \log N_2(\mathcal{B}_1, \epsilon) \leq C_{X,K} \epsilon^{-\frac{2s}{2s+1}} \log \left( \frac{2}{\epsilon} \right), \forall 0 < \epsilon \leq 1, \]
where \([s] \) denotes the integral part of \( s \).

**3.2 Convergence rates of \( \ell_1 \)-regularized kernel regression**

Due to the least-square nature, the performance of the algorithm can be measured by the error \( \| \hat{f} - f_\rho \|_{L_2^X}^2 \), where \( \rho_X \) is the marginal distribution of \( \rho \) on \( X \) [3]. We say that \( K \) is a Mercer kernel if it is continuous, symmetric and positive semi-definite on \( X \times X \). Such a kernel can generate a reproducing kernel Hilbert space (RKHS) \( \mathcal{H}_K \) [2]. For a continuous kernel function \( K \), define
\[ \tilde{K}(u, v) = \int_X K(u, x)K(v, x)d\rho_X(x). \]
Then one can verify that \( \tilde{K} \) is a Mercer kernel.

The following result is stated in terms of properties of the input space \( X \), the measure \( \rho \) and the kernel \( K \).

**Theorem 2.** Assume that \( X \) is a compact convex subset of \( \mathbb{R}^d \) with Lipschitz boundary, \( K \in \mathcal{C}^s(X \times X) \) with \( s > 0 \) and \( f_\rho \in \mathcal{H}_K \) with \( \tilde{K} \) defined by (1). Let \( 0 < \delta < 1 \) and
\[ \Theta = \left\{ \frac{d+2s}{d+2s}, \frac{d+2s}{2d+2s}, \right\} \]
where \([s] \) denotes the integral part of \( s \). Take \( \gamma = m^{-\Theta} \) with \( 0 < \epsilon \leq \Theta - \frac{1}{2} \). Then with confidence \( 1 - \delta \), there holds
\[ \| \hat{f} - f_\rho \|_{L_2^X} \leq C_{\epsilon} \log(6/\delta) \log(2/\delta) + 1 \]
\[ + C_{\epsilon} \left( m^{-\Theta} \right), \]
where \( C_{\epsilon} > 0 \) is a constant independent of \( m \) or \( \delta \).
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Abstract: We present sparse reductions to Fixed-Size LSSVM (FS-LSSVM) which can handle large scale data. The FS-LSSVM model achieves sparsity by solving the problem in the primal using a Nyström approximated feature map. To create this feature map a set of prototype vectors (PV) are selected. However, this solution is not the sparsest. We investigate the sparsity-error trade-off by introducing a second level of sparsity. This is done by means of iterative sparsifying \( L_0 \)-norm based reduction on the FS-LSSVM model. We conduct experiments on two large scale real world datasets - Forest Covertype for classification and Year Prediction for regression to show the effectiveness of the proposed models and trade-off between sparsity and error estimations.
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1 Introduction

The LSSVM model \([1]\) has become a state-of-the-art technique in classification and regression. The LSSVM model solves an optimization problem which in the dual leads to solving a system of linear equations. A drawback of the LSSVM model is that each data point becomes a support vector (SV). Several works in literature including \([2–8]\) address the problem of sparsity in the LSSVM model. But these techniques cannot guarantee a great reduction in the number of support vectors. One approach that proposed to directly enforce sparsity from the beginning was introduced in \([9, 11]\) and is referred as the fixed-size least squares support vector machines. This method uses an explicit expression for the feature map using the Nyström method \([10]\) using a set of prototype vectors (PV) of cardinality \( M \ll N \). However, this is not the sparsest solution and choice of optimal value of \( M \) is an open problem. In \([11]\), they select \( M \) as the number of PV required for the FS-LSSVM performance to be similar to the LSSVM performance.

In recent years, the \( L_0 \)-norm has received increased attention. The \( L_0 \)-norm counts the number of non-zero elements of a vector. So, when minimized it can result in extremely sparse models. But since it is a NP-hard problem several approximations to it have been discussed in \([12, 14]\). In this paper, we propose sparse reductions to a FS-LSSVM model using the iterative sparsifying procedure for \( L_0 \)-norm introduced in \([14]\). The major motivation of obtaining a sparse solution is that sparseness allows memory and computationally efficient techniques and reduces the number of support vectors to decreases the out-of-sample prediction time.

2 Sparse Reductions to FS-LSSVM

2.1 \textit{All \( L_0 \)-norm} FS-LSSVM model

For this method, we first need to build a FS-LSSVM model. For this purpose, we select \( M \) prototype vectors by maximizing the quadratic Rényi entropy which approximates the information in the large \( N \times N \) kernel matrix with a smaller \( M \times M \) kernel matrix. We then generate an explicit approximate feature map using Nyström approximation and solve the optimization problem in the primal resulting in the model \((\tilde{w}, \tilde{b})\) and the \( L_0 \)-norm problem can be formulated as:

\[
\begin{align*}
\min_{\tilde{w}, \tilde{b}, \tilde{e}} & \quad J(\tilde{w}, \tilde{e}) = ||\tilde{w}||_0 + \gamma \frac{1}{2} \sum_{i=1}^{N} \tilde{e}_i^2 \\
\text{s.t.} & \quad \tilde{w}^T \phi(x_i) + \tilde{b} = y_i - \tilde{e}_i, i = 1, \ldots, N.
\end{align*}
\]

The weight vector \( \tilde{w} \) can be approximated as a linear combination of the \( M \) prototype vectors i.e. \( \tilde{w} \approx \sum_{j=1}^{M} \beta_j \phi(x_j) \) \([13]\) where \( \beta_j \in \mathbb{R} \) and need not be the Lagrange multipliers. We apply the regularization weight \( \lambda_j \) on each of these \( \beta_j \) to iteratively sparsify an approximate \( L_0 \)-norm solution. Based on \([14]\), we construct the following generalized primal problem:

\[
\begin{align*}
\min_{\beta, \tilde{b}, \tilde{e}} & \quad J(\tilde{\beta}, \tilde{e}) = \frac{1}{2} \sum_{j=1}^{M} \lambda_j \tilde{\beta}_j^2 + \frac{1}{2} \sum_{i}^{N} \tilde{e}_i^2 \\
\text{s.t.} & \quad \sum_{j=1}^{M} \tilde{\beta}_j \tilde{K}_{ij} + \tilde{b} = y_i - \tilde{e}_i, i = 1, \ldots, N
\end{align*}
\]

89
where $\hat{K}$ is the kernel matrix such that $\hat{K}_{ij} = \phi(x_i)^T\phi(x_j)$, $x_i$ belongs to training set and $x_j$ belongs to the prototype vectors PV set. After elimination of $\hat{e}_i$, the optimization problem can be re-written as:

$$\min_{\hat{\beta}, \hat{b}} J(\hat{\beta}, \hat{b}) = \frac{1}{2} \sum_{j=1}^{M} \lambda_j \hat{\beta}^2_j + \frac{\gamma}{2} \sum_{i=1}^{N} (y_i - (\sum_{j=1}^{M} \hat{\beta}_j \hat{K}_{ij} + \hat{b}))^2.$$  

(3)

The equation (3) allows extending this approach for large scale datasets. The solution to (3) can be obtained by solving:

$$\begin{bmatrix} \hat{K}^T\hat{K} + \frac{1}{\lambda}\text{diag}(\lambda) \hat{K}^T 1_N \\ 1_N^T\hat{K} \end{bmatrix} \begin{bmatrix} \hat{\beta} \\ \hat{b} \end{bmatrix} = \begin{bmatrix} \hat{K}^T y \\ 1_N^T y \end{bmatrix}$$  

(4)

where $\hat{K}^T\hat{K}$ is a $M \times M$ matrix. The procedure to obtain sparseness involves iteratively solving the system (4) for decreasing values of $\lambda$ as shown in [14]. To prevent the $L_0$-norm approximation from falling in a bad local minima, we initialize $\hat{\beta}_j = \tilde{w}_j$, $j=1,\ldots, M$. For each iteration the $\lambda_j = \frac{\gamma}{\tilde{w}_j^2}$. Once we obtain the reduced set (SV) of support vectors, we re-perform FS-LSSVM using this SV set. More details about the proposed method can be found in [15].

2.2 Experiments

We conducted experiments on two large scale datasets with nearly 0.5 million points each. Results are depicted in Table 1. We observe that the number of support vectors reduce without much difference in the error estimations.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Forest Cover</th>
<th>Year Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Tab. 1: Mean Test Performance for 10 randomizations

3 Conclusion

We proposed a sparse reduction to FS-LSSVM model for large scale data which results into sparser solution than the FS-LSSVM model without significant difference in error estimations.
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Abstract: In the past years, mass univariate statistical analyses of neuroimaging data have been complemented by the use of multivariate pattern analyses, especially based on machine learning models. While these allow an increased sensitivity for the detection of spatially distributed effects compared to univariate techniques, they lack an established and accessible software framework. Here we introduce the “Pattern Recognition for Neuroimaging Toolbox” (PRoNTo), an open-source, cross-platform and MATLAB-based software comprising many necessary functionalities for machine learning modelling of neuroimaging data.
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1 Introduction

Various imaging modalities, such as functional/structural Magnetic Resonance Imaging (fMRI/sMRI) and Positron Emission Tomography (PET), have been developed to record brain structure and activity. Until recently, such data were analysed using standard univariate statistics, for example by linking the time-series of the signal in each voxel with a regressor, such as in the General Linear Model (GLM) implemented in Statistical Parametric Mapping (SPM, [2]). Although univariate analyses have proven powerful for making regionally specific inferences on brain function and structure, there are limitations to the type of research questions that they can address. More recently, these mass univariate analyses have been complemented by the use of pattern recognition analyses, in particular using machine learning based predictive models [3]. These analyses focus on predicting a variable of interest (e.g. mental state 1 vs. mental state 2, or patients vs. controls) from the pattern of brain activation/anatomy over a set of voxels. Due to their multivariate properties, these methods can achieve relatively greater sensitivity and are able to detect subtle, spatially distributed patterns in the brain. Potentially, pattern recognition can also be used to perform computer-aided diagnostic of neurologic or psychiatric disorders. Currently, the existing implementations consist of small code snippets, or sets of packages, and lack a dedicated single, integrated, and flexible software framework. In addition, the use of existing packages often requires high-level programming skills.

2 Pattern Recognition for Neuroimaging Toolbox

The “Pattern Recognition for Neuroimaging Toolbox” (PRoNTo, [6]) is a user-friendly and open-source toolbox that makes machine learning modelling available to every neuroimager. In PRoNTo, brain scans are treated as spatial patterns and learning models are used to identify statistical properties of the data that can be used to discriminate between experimental conditions or groups of subjects (classification models) or to predict a continuous measure (regression models). In terms of neuroimaging modalities, PRoNTo accepts NIfTI files and can therefore be used to analyse sMRI and fMRI, PET, SPM contrast images and potentially any other modality in NIfTI file format. Its framework allows fully flexible machine learning based analyses and, while its use requires no programming skills, advanced users can easily access technical details and expand the toolbox with their own developed methods. Each step of the analysis can also be reviewed via user-friendly displays. Figure 1 provides an overview of the toolbox framework.

1PRoNTo, and all its documentation, are available to download freely from: http://www.mlnl.cs.ucl.ac.uk/pronto/

2http://nifti.nimh.nih.gov/nifti-1/
Fig. 1: PRoNTo framework. PRoNTo consists in five main analysis modules (blue boxes in the centre): dataset specification, feature set selection, model specification, model estimation and weights computation. In addition, it provides two main reviewing and displaying facilities (model, kernel and cross-validation displays, as well as, results display). PRoNTo receives as input any NIfTI image (comprising the data and a first-level mask, while an optional second-level mask can also be entered). The outputs of PRoNTo include: a data structure called PRT.mat, a data matrix (with all features), one or more kernels, and (optionally) images with the classifier weights.

PRoNTo can be used in three ways: through a graphical user-interface requiring no programming skills, using the MATLAB-batch system, or by scripting function calls. In the current version of PRoNTo, two linear kernel classification algorithms are embedded in the framework: Support Vector Machines ([1], LIBSVM implementation) and (binary and multiclass) Gaussian Process classification ([4], GPML toolbox). Regression can be performed using Kernel-Ridge Regression (KRR, [5]), Relevance Vector Regression (RVR, [7]) or Gaussian Processes Regression [4]. All algorithms are wrapped into what is called a “machine”, which is independent from the design definition and cross-validation procedure. This allows an easy integration of new machine learning algorithms, enhancing the exchange of newly developed methods within the community, and the possibility to develop more advanced validation frameworks (e.g. nested cross-validation).

Several data sets were analysed with PRoNTo, showing the breadth of questions it can address [6]. As examples: Do patterns of brain activation recorded in fMRI encode information about a mental state? Can groups of subjects be distinguished based on features derived from their sMRI? Could their age be predicted with these neuro-anatomical features?

3 Discussion and Conclusions

In this work, we presented PRoNTo, a freely available software which addresses neuroscientific questions using machine learning based modelling. Although in its first version, PRoNTo provides both graphical interfaces for an easy use and a flexible programming framework. The authors therefore hope to facilitate the interaction between the neuroscientists and machine learning communities. On one hand, the machine learning community should be able to contribute to the toolbox with novel machine learning models. On the other hand, the toolbox should provide a variety of tools for the (clinical) neuroscientists, enabling them to ask new questions that cannot be easily investigated using existing statistical analysis tools.
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Abstract: The $l_1$-norm regularization is commonly used when estimating (generalized) linear models while enforcing sparsity. The automatic feature selection embedded in such an estimation is however known to be highly unstable since, among correlated features, an $l_1$ penalty tends to favor the selection of a single feature, essentially picked at random. This paper introduces a modified optimization objective to stabilize LASSO or similar approaches. The solution to this modified problem is constrained by a norm ball rescaled according to the variances of the predictor variables. We further describe how such problems can be efficiently solved through proximal optimization.

Classification experiments conducted on several microarray datasets show the benefits of the proposed approach, both in terms of stability and predictive performances, as compared to the original LASSO, Elastic Net, Trace LASSO and a simple variance based filtering.
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1 Introduction

Feature selection aims at improving the interpretability of predictive models and at reducing the computational cost when predicting from new observations. Such a selection is also desirable when it is a priori known that the model should be sparse or to prevent overfitting. This is especially relevant when the number $p$ of input features, or predictor variables, largely exceeds the number $n$ of training observations. In such contexts, feature selection can also increase the predictive performances.

The $l_1$-norm is often used to regularize (generalized) linear models while performing an automatic feature selection by driving most model coefficients towards zero. The LASSO method [2] precisely combines such a regularization with a least square loss for estimating a regression model.

Predictive models estimated with a LASSO penalty are however known to be highly unstable, which means that small data perturbations can imply drastic changes in the subset of automatically selected variables. The lack of stability of the LASSO is generally attributed to the fact that, among several correlated features, an $l_1$ penalty tends to favor the selection of a single feature, essentially picked at random. In contrast, univariate filter methods, such as a $t$-test feature ranking, rely on general statistical characteristics of the data, which are much less sensitive to small data perturbations. Such simple selection methods are typically more stable but ignore the possible correlations between features and are not embedded into the estimation of a predictive model.

The S-LASSO method detailed in section 2 relies on a modified optimization objective to stabilize the LASSO. The solution to this modified problem is constrained by a norm ball rescaled according to the variances of the predictor variables. In contrast to the Elastic Net [5] and Trace LASSO [1] approaches, which favor the joined selection of correlated features, S-LASSO tends to discard low variance features because they are expected to be less informative.

2 A scaled proximal method for feature selection

Let $X = (x_1, \ldots, x_n)^T \in \mathbb{R}^{n \times p}$ be the design matrix made of $n$ training observations in $\mathbb{R}^p$, and $y \in \mathbb{R}^n$ be the response vector. Learning the weight vector $w$ of a simple linear model $y = w^T x + \varepsilon$, where $\varepsilon$ denotes a Gaussian noise with 0 mean and variance $\sigma^2$, is commonly phrased as a convex optimization problem of the form

$$\min_{w \in \mathbb{R}^p} f(w) + \Omega(w),$$

(1)

where $f : \mathbb{R}^p \to \mathbb{R}$ is a convex differentiable loss function and $\Omega : \mathbb{R}^p \to R$ is a convex norm, not necessarily smooth or Euclidean. The $\Omega$ regularization term aims at reducing over-fitting by penalizing large absolute weight values, for which small input changes would have a significant impact on the predicted output.
In this work we propose to modify the general optimization problem (1) while rescaling the norm penalty according to individual feature variances:

\[
\min_{w \in \mathbb{R}^p} f(w) + \lambda \sum_{j=1}^{p} \frac{1}{r_j} \Omega(w_j),
\]

where vector \( r \in \mathbb{R}^p \) is proportional to the feature variances. We note that those variances are estimated before centering and normalizing the data to unit variance as usual when estimating a LASSO model. The proposed method also offers a general framework beyond this specific choice of variance weighting. In practice, any vector \( r \) can be used to favor the selection of some variables a priori believed to be more relevant. This modified objective can be straightforwardly used with any penalty that can be decomposed component-wise. These weights are initially equal to the ordinary least square estimates and iteratively updated under the control of an additional tuning parameter. In contrast, S-LASSO does not require such an additional parameter and iterative reweighting as it relies on the observed variances along each dimension. The proposed framework is also not restricted to the \( l_1 \) penalty. Modification to the LASSO by some form of variance weighting has already been proposed in [3]. This related work describes bounds on the prediction error and oracle properties while we focus on the improved stability of the embedded feature selection as a result of such variance weighting. We also show how the S-LASSO modified objective can be efficiently solved through proximal optimization.

The modified objective (2) promotes stability since the identity of high variance features is expected not to change much while varying the data sampling. As shown experimentally, the predictive performances may also be improved since low variance features across learning observations are expected to be less informative for prediction. We also show that solving (2) offers better results than simply pre-filtering features based on their variances. We further detail how this modified objective can be efficiently solved through proximal optimization.

### 3 Results

We report experimental performances of the proposed method with a LASSO or Elastic Net penalty, and refer to those approaches as S-LASSO and S-ENET respectively. The competing approaches are the original LASSO or ENET with a logistic loss. We also report the performances obtained with TRACE LASSO adapted to a classification problem. Since S-LASSO and S-ENET use the individual feature variances to modify the optimization objective, we also compare to VARIANCE RANKING, which is a filter method keeping only a desired number of features with the largest variances. Our experiments conducted on 5 microarray datasets illustrate the benefits of the proposed approach both in terms of stability of the gene selection and the classification performance, as compared to the original LASSO, ELASTIC NET or TRACE LASSO. In contrast, the stability of VARIANCE RANKING is always very high but the predictive performances drop drastically when reducing the number of selected features.
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Abstract: This paper deals with topology optimization in terms of the regularization of design spaces. Several filtering techniques have so far been proposed for regularizing design variables and restricting the minimum length scale of designs. They are categorized into two major groups, namely density filters and sensitivity filters. Both filters have their pros and cons in theory and practice. This paper is intended to revisit the theoretical background of topology optimization and discuss the long-lasting issue of regularization in topology optimization through the implementation of a PDE-based filter.
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1 Introduction

Topology optimization is a design method that can optimize not only the sizes and dimensions but also shapes and topologies of target structures [1]. The idea of topology optimization is to consider structural designs as material distribution problems. The structural designs are represented by a scalar function called the characteristic function that takes on values between 0 and 1: 0 stands for void and 1 for solid. With this representation one can freely design complicated layouts of target structures by distributing materials. However, this representation may cause some numerical instabilities due to the lack of smoothness in the characteristic function. To alleviate the numerical instabilities, image processing-based filtering techniques are commonly used in continuum-based topology optimization. They are categorized into two major groups: density filters [2, 3] and sensitivity filters [6]. Sensitivity filters are applied to the design sensitivities rather than the design variables themselves. Among these filters the so-called convolution filter is the most widely used for removing the checkerboard patterns [1]. It is simple to implement and easy to understand its geometric effects. One drawback is, however, that there remain discrepancies between the filtered sensitivities and the actual sensitivities. On the other hand, PDE-based filtering techniques have also been proposed, in which Helmholtz type partial differential equations are solved [4, 5]. From the implementation point of view the PDE-based filters are advantageous because one can utilize the existing computational frameworks of FEM. In this paper, we explain the basic concept of topology optimization and the involved methodological elements, and then discuss the regularization of design spaces by specifically focusing on the application of the PDE-based filtering technique directly to the design variables instead of the design sensitivities.

2 Topology optimization

This section gives a short introduction to the topology optimization method and some inherent issues in the methodology. Figure 1 shows the design domain with the boundary and load conditions for a benchmark design problem, in which we maximize the stiffness of the so-called MBB beam by distributing a prescribed amount of material within the design domain. This problem can be formulated as the minimization of the mean compliance under the total volume constraint:

$$\min_{\rho \in [0,1]} \int_{\Gamma_N} t \cdot u \, d\Gamma \quad \text{s.t.} \quad g := \int_{\Omega} \rho \, d\Omega - V \leq 0. \quad (1)$$

Note that the design variables are relaxed so as to take intermediate values between 0 and 1. The displacement vector, \(u\), is calculated from the following analysis problem:

$$\begin{align*}
-\nabla \cdot (E : \epsilon(u)) &= 0 \quad \text{in} \ D \\
u &= 0 \quad \text{on} \ \Gamma_D \\
(E : \epsilon(u)) \cdot n &= t \quad \text{on} \ \Gamma_N
\end{align*} \quad (2)$$

where \(E\) stands for a homogeneous isotropic elasticity tensor and \(\epsilon := (\nabla u + \nabla u^T)/2\). The material density \(\rho\) is embedded into the elasticity tensor as

$$E = \rho^D E_{\text{max}} + (1 - \rho^D)E_{\text{min}}, \quad (3)$$

![Fig. 1: Design domain and boundary conditions for the 2D minimum mean compliance problem](image-url)
Fig. 2: Optimized structures for $P = 1$ (left) and $P = 3$ (right)

where $E_{\text{max}}$ is the elasticity tensor of the solid material, i.e., $E = E_{\text{max}}$ when $\rho = 1$; $E_{\text{min}}$ is the lower bound set for avoiding singularity when $\rho = 0$. $P (= 3, \text{typically})$ is introduced to promote black and white solutions. The design domain is discretized by a square element with ength $\Delta x = 0.025$. In this problem we pursue a symmetric design. Therefore, we only solve the right half of the domain. This problem can be solved by a continuous gradient-based optimization method such as SNOPT. The results are shown in Figure 2. In the left structure a large gray area (grayscale problems) remains. By increasing the value of $P$ we can force the design variables toward 0 or 1. However, we typically end up with a solution like the right illustration of Figure 2 (checkerboard problems).

3 A PDE-based density filter

Since the density function, $\rho \in L^\infty(D)$, can take any point-wise value, the raw density function may produce severely oscillating designs like the checkerboard pattern shown in the right illustration of Figure 2. In order to regularize the density function we introduce the following partial differential equation for $\rho \in H^1(D)$:

$$ -R^2 \nabla^2 \rho + \rho = \rho. \tag{4} $$

Then we project $\rho$ onto $\hat{\rho}$ as

$$ \hat{\rho} = H(\rho - 0.5; h), \tag{5} $$

where $H$ is a regularized (differentiable) Heaviside function with the half bandwidth $h$. By appropriately setting $R$ and $h$, these equations function like a low-pass filter that acts on the raw density function, $\rho$, to produce the smoothed density function, $\hat{\rho}$. Then we use the projected smooth density function, $\hat{\rho}$, for the material interpolation in Eq. (3) instead.

4 Numerical examples

Figure 3 illustrates the optimized results for the density in grayscale when parameter $R$ in the PDE (4) is set to $\{1.0\Delta x, 2.0\Delta x, 4.0\Delta x\}$, and the half bandwidth, $h$, in the Heaviside projection (5) is set to $\{0.1, 0.5, 1.0\}$. The lesser $R$ and the tighter $h$ (the upper left) give finer details with a clear outline in the final design, while the opposite combination (lower right) makes the outline extremely blurred. Note that no checkerboard patterns appeared in all the cases even though the linear elements are used for the discretization.

5 Conclusions

We revisited the theoretical background of topology optimization and discussed the issues inherent in the regularization in topology optimization through the implementation of a PDE-based filter. Since the filter acts directly on the design variables, the consistency of the design sensitivities is preserved. The effectiveness of the proposed method is confirmed through numerical examples.
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Abstract: This study's aim was to measure the advantages of using psychological test data in the automatic classification of functional brain images in order to assist the diagnosis of neurodegenerative disorders such as Alzheimer’s disease (AD). Several computer-aided diagnosis systems for AD based on PET images were developed. Some of them used psychological scores beside the image data in the classification step and others did not. The results show the ones that take into account the psychological scores achieve higher accuracy rates.

Keywords: Alzheimer’s disease, machine learning, psychological scores

1 Introduction

In recent years, many computer-aided diagnosis (CAD) systems for neurodegenerative disorders have been presented [3, 5, 6]. Based on the assumption that pathological manifestations of these disorders appear some years before subjects become symptomatic [1, 8], they try to diagnose them even before the classical diagnosis procedure based on psychological tests does. These systems take advantage of the machine learning improvements carried out in the last decades [7] and report accuracy rates over 90% when trying to distinguish between patient and healthy controls [4].

Most of the recent CAD systems for neurodegenerative disorders are based on brain imaging (including MRI, fMRI, PET and SPECT data) and report high accuracy rates. The small sample size problem [2] can be addressed by means of a feature extraction technique that reduces the huge amount of data contained in a brain image into a relatively small unidimensional vector. In this case, the structure of the CAD systems based on neuroimaging and machine learning is as follows: After the preprocessing of the images (which involves the spatial registration and the intensity normalization), an algorithm is applied to select and summarize the relevant information. This information is rearranged in a vector and used as feature for the classification step. Finally, a statistical classifier is used to separate pathological and control subjects, performing that way the automatic diagnosis.

This paper shows that combining information from PET images and psychological tests can improve the accuracy of CAD systems for dementia. Specifically, we have developed several CAD systems to measure the benefit of using some psychological scores beside the image features in the classification step. The extraction of the image features was carried out by applying three different techniques, namely Principal Component Analysis (PCA), Partial Least Squares (PLS) and Independent Component Analysis (ICA). The results clearly show that using the psychological scores beside the image features improves the global accuracy of the systems.

2 Methods

Some dimension reduction techniques were applied to reduce the information contained in the brain images:

Principal Component Analysis (PCA) is a simple, non-parametric method of extracting relevant information from confusing data sets. Mathematically, PCA performs a linear transformation that transforms the data to a new coordinate system such that the largest variance by any projection of the data comes to lie on the first dimension, the second largest variance on the second dimension, and so on.

Partial Least Squares (PLS) is a statistical method similar to PCA, however PLS carries out the transformation by maximizing the covariance between the data and some properties of the data. For classification purposes the PLS1 variant, which considers the class belonging information as the unique property of the data, was used.

Independent Component Analysis (ICA) is a computational method for separating a multivariate signal into additive subcomponents supposing the mutual statistical independence of the non-Gaussian source signals. ICA has been successfully applied to dimension reduction problems by projecting the data into its independent components, performing that way the reduction.
3 Experiments and results

Three different CAD systems were developed, each one implemented one of the three dimension reduction techniques mentioned in section 2. The final number of components (features) per image was determined by the percentage of variance (90% of the total) in the case of PCA and using the Fisher Discriminant Ratio in case of PLS and ICA (selected components gather 95% of total FDR). In addition, five psychological scores were used. Three of them were derived from a verbal cued recall memory task, reflecting respectively the efficiency of memory encoding (immediate recall), long-term episodic memory (cued recall) and monitoring capacities (intrusions). Two additional scores were phonemic (letter F) and semantic (animals) verbal fluency measures, as an index of executive functioning.

In this initial work, the combination of the image features and the psychological scores was carried out by concatenating both into a feature vector which size is the sum of the number of image features and psychological scores. The classification step was performed by means of a Support Vector Machine (SVM) classifier and a linear kernel. The accuracy of the systems was estimated using a database with 46 PET images from subjects originally diagnosed with Mild Cognitive Impairment (MCI). Those subjects whose diagnosis remained as MCI during three years or more were labeled MCI and those whose diagnosis changed to dementia Alzheimer in the same period were labeled AD. In summary, the database contains 20 MCI and 26 AD images and for each of them the 5 psychological scores described above. Because of the reduced number of images available, we used a leave-one-out cross-validation scheme to compute the performance of the systems. Figure 1 shows the accuracy rates obtained with both imaging features and psychological scores or with only the imaging features, for the 3 different dimension reduction techniques. When the psychological scores are included, the accuracy is higher than when only the image features are provided. The difference between these pairs of accuracy values were statistically assessed through a non-parametric test. 1000 sets of random psychological scores (same range as the original ones) were generated, then classifier was trained with these random scores (with the image features) and the accuracy estimated. A $p$-value was then calculated as the number of cases where the accuracy obtained with the random scores was larger than that obtained with the true scores, divided by 1000, i.e. the probability of obtaining a better accuracy with a random score. A $p$-value of 0.001, 0.002 and 0.01 was obtained for the PCA-, PLS- and ICA- based CAD systems respectively.

In light of these results we can conclude that adding some information from psychological tests to the automatic diagnosis system for neurodegenerative disorder does improve the accuracy of the systems.
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Abstract: In the telecommunications industry, Internet Service Providers (ISP) are willing to provide secure access to the Internet. Thus, developing solutions for detecting malicious activities conducted on the deployed networks is a task of primary importance. Implementing these monitoring features requires to handle a large volume of traffic data. Machine learning based techniques are well suited to perform automatically this task. In this work, we take into account the non-numerical characteristics and the heterogeneousness of the data for this problem. We thus focus on kernel methods, and particularly on multiple kernel learning techniques. The main challenge is then to design ad hoc kernels adapted to perform traffic classification operations. Furthermore, such a multiple kernel method allows to achieve a comprehensive representation of the network data for easing malicious activities detection.
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One of the design challenges to tackle is to define a kernel enabling the representation of the FQDN proximities, i.e. the representation of the FQDN closeness on the labeled tree and with respect to their associated parameters. For instance how close are “www.google.com” and “www.orange.com” as strings, as elements on a labeled tree of domains, from their queries timestamps, and with respect to their related lists of IP addresses and associated caching durations? To ensure a relevant representation for the FQDN, we recall that the application of a kernel provides a distance metric in a different representation space, namely the feature space, thanks to the derived scalar product in this space. Proximity in the feature space should reflect the closeness of FQDN data in their initial representation space.

The approach we investigate for strings is based on the kernel design techniques for document classification [4]. For instance, for strings it is possible to consider all-spectrum kernels [2], which measure the similarity between two strings based on their common n-grams. Thanks to these techniques, it is possible to design the kernel for strings representing FQDN.

Then, for the location in the domain name tree of a FQDN, we can measure the length of the common suffix between two FQDN considering the level domain as a character [2]. The related kernel is then based on the length of this common suffix. Instead of viewing the FQDN only as a string, i.e. a sequence of characters, it can also be handled as a sequence of level domains. It is thus possible to locate FQDN on the labeled tree.

Also, in order to design kernels for the numerical values lists characterizing a FQDN, it is interesting to consider these lists as sets with appearance frequencies associated to each element, as documents for information retrieval are handled as sets of words (“bag-of-words”). We then take into account similarities between items of the lists. For instance, semantic relations between words are considered for document processing. The method used to grasp similarities between items of the lists is based on the distance induced by the application of the kernel to the list elements.

For the IP addresses, the network proximity is characterized by the membership to a subnetwork and by the localization of this subnetwork on the Internet. The subnetwork membership is provided by the first digits of the IP address in its binary representation. The kernel for the IP addresses is then based on the length of the common prefix in this binary representation. For this kernel design, the longest the common prefix is, the closest the IP addresses considered are. As for the bag-of-words representation technique for documents involving the term proximity matrix, we consider and use here the Gram matrix of all possible IP addresses. For the caching durations, as they are usual numerical values, classical kernels like Gaussian or polynomial, are relevant to represent the data.

For queries timestamps, we design the kernel similarly as in [5]. For a given FQDN, a first aggregation step consists in splitting the observation period into timeslots, the number of the queries are then counted in each timeslot. Finally, we compute the autocorrelation vector of this time series. This vector highlights periodic behaviors for queries. It is used to built the related kernel, as an element of the feature space. Moreover, we also consider queries frequencies instead of their number for a given timeslot. It is thus possible to detect unusual amounts of queries for a specific FQDN.

We ran numerical experimentation on a 10mn capture of raw traffic. The FQDN whitelist (resp. blacklist) consists in 500 (resp. 125) randomly chosen FQDN in Alexa top 1000 (resp. in an internal blacklist) and in the queried FQDN from the traffic capture. As a first step, we tested kernel based unsupervised (kernel PCA [6]) and supervised (kernel FDA) methods on this dataset.

The work presented in this extended abstract takes into account the non-numerical features and the heterogeneity of the Internet DNS traffic data in comparison to existing implementations of Internet network malicious activities detection [1]. The approach proposed is based on multiple kernel learning method [3]. One of the challenges tackled by the solution investigated is to design efficiently the kernels for handling jointly strings, IP addresses lists and timestamps lists representing the FQDN queries. Once such kernels are built, it is possible to come up with a comprehensive representation of the Internet DNS traffic data. A next step of this work consists in exploiting fully the richness of this data representation by developing ad hoc and efficient classification and data aggregation methods dedicated to these kernels.
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Abstract: The field of kernel adaptive filtering has produced a myriad of techniques throughout the past decade. While each algorithm provides some advantages over others in certain scenarios, it is often not clear which technique should be used on a practical problem in which specific restrictions are in place. We propose to assess the quality of the solution as a function of the required cost, which can be measured as computational complexity, required memory or convergence speed. The obtained figures of merit allow us to decide which algorithm to use in practice. We include results on several benchmark data sets.
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1 Machine learning meets adaptive filtering

Kernel adaptive filtering is the subfield of online kernel-based learning that deals with the problem of regression. Specifically, given an input-output stream of data pairs \((x_t, y_t)\), the task consists in estimating the function \(f_t(\cdot)\) that relates input and output,

\[ y_t = f_t(x_t), \] (1)

and to update this estimate efficiently every time a new data pair is received. Notice that the unknown function \(f_t(\cdot)\) may be changing over time, as opposed to standard regression problems that assume static underlying models \(f(\cdot)\). This problem is encountered for instance in adaptive signal processing theory, which classically deals with linear techniques, i.e. assuming a solution of the form, \(f_t(x_t) = w_t^\top x_t\) [1]. Kernel adaptive filtering applies machine learning techniques in order to obtain general nonlinear solutions to the online regression problem. Apart from the online scenario in which data arrives sequentially, these techniques are also often applied to static regression problems when the amount of data is too large to fit in the memory.

2 Existing methods

A comprehensive introduction to kernel adaptive filtering can be found in [2]. Though kernel adaptive filtering techniques draw upon several interesting properties of kernel methods, they also present some bottlenecks that are typically encountered in online kernel-based learning. Specifically, they suffer from growing complexity, since the number of kernels required to represent their solution can grow linearly or faster with the number of processed data. Different techniques have been proposed throughout the past decade to deal with this problem. A second bottleneck is parameter selection, which is generally still considered to be an open problem. Some optimization techniques have been proposed to this end, though most methods rely on standard cross-validation or even rules of thumb.

The majority of techniques can be categorized into either least-mean squares techniques, which have linear complexity in terms of the stored data, or recursive least-squares based techniques, which have quadratic complexity. Two of the pioneering methods stemmed from research in Gaussian processes [3] and least-squares support vector machines [4]. A closer relationship to classical adaptive filtering was established on the one hand by the Naïve Online regularized Risk Minimization Algorithm (NORMA) [5], Kernel Least-Mean Squares [6], and KNLMS/KAP [7], and on the other hand by the Kernel Recursive Least Squares (KRLS) algorithm [8]. Up to this point, however, all algorithms except NORMA assumed a stationary model.

A second generation of techniques dealt more explicitly with non-stationarity in order to perform tracking. Several techniques were proposed, ranging from the more straightforward Sliding-Window KRLS (SW-KRLS) [9] to the more sophisticated Quantized KLMS (QKLMS) [10], Kernel Adaptive Projection Subgradient Method (KAPSM) [11] and KRLS Tracker (KRLS-T) [12].

3 Benchmark testing framework

The performance of kernel adaptive filtering algorithms can be measured according to several different criteria, such as regression error, convergence rate or complex-
ity. In the literature it is common practice to compare different algorithms only according to one measure at a time. Nevertheless, an algorithm that scores well according to one criterion typically scores badly according to at least one other criterion. It is therefore often difficult for the practitioner to decide which method to use on a particular problem and data set.

We propose to represent the solution of an algorithm as a function of its cost. Depending on the application, cost measures of interest could be chosen out of computational complexity, required memory and speed of convergence. Two examples of trade-off figures are shown in Figs. 1 and 2. By fixing a performance goal, such as available memory or maximum allowable error, these figures allow us to determine which algorithm shows the most favorable remaining properties.

In order to make our results reproducible and extendable towards new algorithms, we have developed an open-source toolbox\(^1\) that includes Matlab implementations of kernel adaptive filtering algorithms, and a profiler tool capable of generating trade-off figures.
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\(^1\)Available at [http://sourceforge.net/projects/kafbox/](http://sourceforge.net/projects/kafbox/)
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Abstract: We propose a novel structured learning framework for mapping natural language to spatial ontologies. The applied spatial ontology contains spatial concepts, relations and their multiple semantic types based on qualitative spatial calculi models. To achieve a tractable structured learning model, we propose an efficient inference approach based on constraint optimization techniques. Particularly, we decompose the inference to subproblems, each of which is solved using LP-relaxation. This is done for both training-time and prediction-time inference. In this framework ontology components are learnt while taking into account the ontological constraints and linguistic dependencies among components. Particularly, we formulate complex relationships such as composed-of, is-a and mutual exclusivity during learning while the previous structured learning models in similar tasks do not go beyond hierarchical relationships. Our experimental results show that jointly learning the output components considering the above mentioned constraints and relationships improves the results compared to ignoring these. The application of the proposed learning model for mapping to ontologies is not limited to extraction of spatial semantics, it could be used to populate any ontology. We argue therefore that this work is an important step towards automatically describing text with semantic labels that form a structured ontological representation of the content.
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1 Problem

Motivation. Extraction of spatial information from natural language is a challenging problem in applications such as robotics, geographical information systems and human-machine interaction. Here, we formulate a new machine learning task for extraction of spatial semantics considering spatial concepts and relations in sentences. We represent the semantics of the spatial relations based on qualitative spatial calculi models. The target ontology is represented in Figure 1. To deal with computational as well as semantic complexity of this task we assume two semantic layers in the proposed spatial ontology: a) spatial role labeling (SpRL) layer, b) spatial qualitative labeling (SpQL) layer.

SpRL. The SpRL layer considers cognitive-linguistic spatial roles including spatial indicators (ind), trai-
tors (tr) and landmarks (lm) and their relationships [1]. Spatial indicators indicate the existence of spatial information in a sentence. Trajector is an entity whose location is described and landmark is a reference object for describing the location of a trajector. Figure 2 shows an example sentence, There is a white large statue with spread arms on a hill; In this example, the preposition on is a spatial indicator, statue is a trajector and its landmark is hill. A spatial relation is a triplet of spatial roles. There is one spatial relation in the mentioned sentence: <on, ind, statue, tr, hill, lm>. In general, there can be a number of spatial relations in each sentence. The spatial ontology is represented as a number of single labels that refer to one independent concept and linked labels that show the connection between the concepts in the ontology. For example, the spatial relation is a linked label that shows a composed-of relationship with the composing single labels of spatial roles.

SpQL. In the SpQL layer, the goal is to map the spatial triplets to a formal semantic representation. Spatial language, often conveys multiple meanings within one expression. Hence, our representation of the spatial semantics is based on multiple spatial calculi. Figure 1, shows the semantics that are considered in the SpQL layer. In fact, three general categories of regional (i.e topological), directional and distal relationships are considered and we allow multiple semantics to be assigned to each spatial triplet. The fine-grained topological relationships are based on the RCC-8 model including EC(externally connected), DC(disconnected), EQ(equal), PO(partially overlapping), PP(proper part). The directional relationships include relative directional relations of LEFT, RIGHT, FRONT, BEHIND, ABOVE, BELOW. For the distal information, a general class of DISTANCE is used in the applied spatial ontology. In Figure 2, the relation <on, statue, hill> is labeled with regional and EC together with directional and ABOVE. For this sentence no distal information is annotated.
2 Structured learning model

We formulate the aforementioned problem as a supervised structured learning problem and solve it in the framework of structured support vector machines and structured perceptrons. In the supervised setting we learn a mapping \( f : X \rightarrow Y \) between the input space \( X \) and discrete output space \( Y \) given a set of examples, \( E = \{ (X^{(i)}, Y^{(i)}) : i = 1 \ldots N \} \). In the structured learning, given the complex inputs and outputs, we learn an \( F : X \times Y \rightarrow \mathbb{R} \) over input-output pairs. Then the prediction requires an inference task over \( F \) to find the best \( Y \) for a given input \( X \). Therefore the general form of \( f \) is: \( f(X; W) = \arg \max_{Y \in Y} F(X, Y; W) \). \( F \) is assumed to be a linear function over a combination of input and output features \( \Psi(X, Y) \), i.e., \( F(X, Y; W) = \langle W, \Psi(X, Y) \rangle \). The \( X \)s in our model are the natural language sentences that are composed of a number of single components such as words and composed components such as pairs and triplets of words. The \( Y \)s are the populated single and linked labels of the ontology with the relevant segments of the input sentence (see Figure 1). For a structured learning model, we need to design three main components [2]. The first component, is the joint feature mapping \( \Psi(X, Y) \). The input features are defined based on the linguistically motivated features of the words in addition to the relations between adjacent and long distance words [1]. These features are joined with the spatial roles that these features are linked in our model; moreover it is compatible with the semantics of our problem. The second component, is the inference algorithm. Since the number of possible \( Y \)’s for each input \( X \) is very large in structured output prediction, the most violated \( Y \) is considered in formulating the constraints for the structured learning optimization. However an efficient inference algorithm is required for finding the most violated \( Y \) for a given \( X \). To this aim we use the LP-relaxation technique in which we formulate the structural characteristics of the \( Y \) space in the form of hard constraints. We formulate the is-a and composed-of in the form of linear constraints. Moreover, the mutual exclusivity also should hold among the RCC and among the directional relations. By formulating the constraints we take into account the structure of the ontology during the training. We apply the same technique during the prediction to find the best ontological assignments for the segments of the input. However, solving a global LP-relaxation problem considering all variables in both layers is not tractable with the off-the-shelf solvers. Therefore we decompose the inference into subproblems based on the two semantic layers, each of which is solved using LP-relaxation. The subproblems should communicate to each other to achieve a global optimum. To apply this idea we use an approach similar to alternating optimization and we call it communicative inference. The third component, is the loss function. We use a component-based hamming loss as a part of the objective function during training. Such a loss function is linear; it is decomposed in terms of the output labels, hence easy to integrate in our model; moreover it is compatible with the semantics of our problem.

3 Experimental results

In the experiments we use the texts of CLEF IAPR TC-12 benchmark, containing 1213 sentences and 1706 annotated spatial relations. We implement a number of model variations using the structured support vector machines and structured perceptrons. The experimental results show that considering ontological relationships and constraints during training and prediction sharply improved the results in each layer compared to training local classifiers, in terms of F1-measure using 10-fold cross validation. We apply a number of relevant decomposed inference approaches as well as our proposed communicative inference during training and prediction for connecting the two layers. In our best results applying the proposed communicative inference during training in our unified model improved the results of the SpRL layer but not the SpQL and applying it during prediction improved the results of both layers slightly compared to the pipelining of the two layers.
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Abstract: This work proposes two on-line learning multiple kernel regression (MKr) versions, to update the current model to a more accurate one, avoiding computational efforts associated with re-calculating the whole process each time that new data are available. The first approach is by sliding windows: strategy which maintains the size of the kernel matrix under study. The another one is by the so-called “worm” windows. It shrinks the kernel matrix as sliding windows does, but not at every entry of new data, attempting to lose a minimum of information.
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1 Introduction

Most of the kernel-based algorithms cannot be used to operate on-line since a number of difficulties such as time and memory complexities (due to the growing kernel matrix) and the need to avoid over-fitting. However, there are some works obtained in this sense during last years [1, 6, 7].

A kernel-based recursive least-squares algorithm that implements a fixed size “sliding-window” technique [5] has been proposed by Vaerenbergh et al., 2006 [7]. We propose a similar methodology for resizing the kernel matrix to assist in the on-line process of multiple kernel regression (MKr) for mixed variables. The MKr process is summarized in the following two equations: Eq. 1 and Eq. 2. Where the kernel matrix used in the regression (Eq. 2) is calculated by a combination of kernels (Eq. 1).

\[
\tilde{K}(x_i, x_j) = \sum_{s=1}^{M} \mu_s K_s(x_i, x_j) \quad (1)
\]

\[
\hat{f}(x) = b + \sum_{i=1}^{n} (\alpha_i^+ - \alpha_i^-) \tilde{K}(x_i, x) \quad (2)
\]

The aim of the windowing strategies for on-line MKr (see Figure 1) is to improve the performance of the process without increasing the original algorithm’s computation time. The new windowing strategy of “worm-windows” is proposed in this work. This method has two “expand-shrink” phases: firstly, it allows increasing the kernel matrix as its size remains adequate to work and there is not any over-fitting issue. Shrinking the kernel matrix to the original size is proposed when its size reaches to be not computationally efficient.

Fig. 1: Online multiple kernel regression.

2 Windowing for on-line MKr

2.1 On-line MKr by sliding windows

The sliding window approach consists in only taking the last \(N\) pairs of the stream to performance the multi-kernel regression. When we obtain a new observed pair \(\{x_{n+1}, y_{n+1}\}\), we first down-size the kernel matrix, \(K_{(n)}\), by extracting the contribution from \(x_{n-N}\) (see Eq. 3)

\[
K_{(n)}^{(j)} = \begin{pmatrix}
K_{(n)}^{(j)}(2, 2) & \cdots & K_{(n)}^{(j)}(2, N) \\
\vdots & \ddots & \vdots \\
K_{(n)}^{(j)}(N, 2) & \cdots & K_{(n)}^{(j)}(N, N)
\end{pmatrix} \quad (3)
\]

and then we augment again the \(K_{(n)}^{(j)}\) dimension by importing the data input \(x_{n+1}\) to obtain the kernel expressed in Equation 4.
\[ K^{(n+1)}_j = \left( \begin{array}{cc} K^{(n)}_j & K_j(x_n, x_{n+1}) \\ K_j(x_{n+1}, X_n) & K_j(x_{n+1}, x_{n+1}) + \lambda \end{array} \right) \] (4)

where \( X_n = (x_{n-N+1}, \ldots, x_n)^T \)

Next, the kernel matrices are summed again (see Figure 1) and their weights, \( \mu \), should be updated too. As it is a particular case of the calculation of weights corresponding to the batch phase of the overall process, the proposal is to follow an Stochastic Gradient Descent (SGD) [2, 3] algorithm.

2.2 On-line MKr by “worm” windows

The so-called worm window approach consists in augmenting the kernel matrix size when new data become available. A shrink to the original size is proposed when its performance falls below a certain tolerance limit. Then, there are taking into account the last \( n \) data. The performance of the first growing phase of the algorithm should be checked after the first iteration; simulating its computational efficiency with random data and establishing a maximum size. Besides of this, overfitting issues should be considered in order to shrink the kernel matrix.

The worm windows alternative should offer a major stability in their predictions as consequence of always considering a number of data equal or greater than sliding windows. On the other hand, the sliding alternative requires a minor computational efforts and will take a major proportion of new data. Thus, depending on the nature of the database, its variability, and the targets of the analysis we could choose one of these two options for the on-line learning.

3 Numerical results

To validate the on-line MKr approaches introduced in this work, a series of analytical benchmarks have been used, along with a structural design test case.

3.1 Analytical test cases

The on-line MKr methods proposed are first validated on a set of three artificial mixed-variable benchmark functions of 5 continuous and 5 discrete variables adapted from [4]. In all cases, we test 20 updates of 5 elements each time. While sliding window strategy multiplied its RMSE error by six along the learning process, the worm window error remained nearly constant.

3.2 Structural design instance

A structural design example by a 3D rigid frame is also introduced to illustrate the performance of these online MKr methods. The quantity of interest is the total mass of the structure which is characterized by ten design, 5 continuous and 5 discrete, variables. Figure 2 shows a comparison between both windowing strategies introduced in this work by the boxplot of their RMSEs.
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Abstract: A non-parallel semi-supervised algorithm based on kernel spectral clustering is formulated. The prior knowledge about the labels is incorporated into the kernel spectral clustering formulation via adding regularization terms. In contrast with the existing multi-plane classifiers such as Multisurface Proximal Support Vector Machine (GEPSVM) and Twin Support Vector Machines (TWSVM) and its least squares version (LSTSVM) we will not use a kernel-generated surface. Instead we apply the kernel trick in the dual. Therefore as opposed to conventional non-parallel classifiers one does not need to formulate two different primal problems for the linear and nonlinear case separately. Experimental results demonstrate the efficiency of the proposed method over existing methods.
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1 Introduction

In the last few years there has been a growing interest in semi-supervised learning in the scientific community. Generally speaking, machine learning can be categorized into two main paradigms, i.e., supervised versus unsupervised learning. Spectral clustering methods, in a completely unsupervised fashion, make use of the eigenspectrum of the Laplacian matrix of the data to divide a dataset into natural groups such that points within the same group are similar and points in different groups are dissimilar to each other. However it has been observed that classical spectral clustering methods suffer from the lack of an underlying model and therefore do not possess an out-of-sample extension naturally. Kernel spectral clustering (KSC) introduced in [1] aims at overcoming these drawbacks. The primal problem of kernel spectral clustering is formulated as a weighted kernel PCA. Recently the authors in [2] have extended the kernel spectral clustering to semi-supervised learning by incorporating the information of labeled data points in the learning process. The concept of having two non-parallel hyperplanes for binary classification was first introduced in [3] where two non-parallel hyperplanes were determined via solving two generalized eigenvalue problem and the method is termed GEPSVM. In this case one obtains two non-parallel hyperplanes where each one is as close as possible to the data points of the one class and as far as possible from the data points of the other class. Some efforts have been made to improve the performance of GEPSVM by providing different formulations such as in [4–6]. It is the purpose here to formulate a non-parallel semi-supervised algorithm based on kernel spectral clustering for which we can directly apply the kernel trick and thus its formulation enjoys the primal and dual properties as in a support vector machines classifier [7].

2 Unsupervised and semi-supervised KSC

2.1 Primal formulation of binary KSC

The method corresponds to a weighted kernel PCA formulation providing a natural extension to out-of-sample data. Given training data \( \{x_i\}_{i=1}^M, x_i \in \mathbb{R}^d \) and adopting the model of the following form:

\[
\bar{e} = w^T \varphi(x) + b,
\]

the binary kernel spectral clustering in the primal is formulated as follows:

\[
\begin{align*}
& \min_{w,b,e} \quad \frac{1}{2} w^T w - \frac{\gamma}{2} e^T V e \\
& \text{subject to} \quad \Phi w + b_1 M = e.
\end{align*}
\]

Here \( \Phi = [\varphi(x_1), \ldots, \varphi(x_M)]^T \) and a vector of all ones with size \( M \) is denoted by \( 1_{M} \). \( \varphi(\cdot) : \mathbb{R}^d \to \mathbb{R}^h \) is the feature map and \( h \) is the dimension of the feature space. \( V = \text{diag}(v_1, \ldots, v_M) \) with \( v_i \in \mathbb{R}^+ \) is a user defined weighting matrix. It is shown that if \( V = D^{-1} = \text{diag}(1/d_1, \ldots, 1/d_M) \) where \( d_i = \sum_{j=1}^M K(x_i, x_j) \) is the degree of the \( i \)-th data point, the dual problem is related to the random walk algorithm for spectral clustering.

2.2 Primal formulation of semi-supervised KSC

KSC is an unsupervised algorithm, by nature, but it has shown its ability to also deal with both labeled and unlabeled data at the same time by incorporating the information of the labeled data into the objective function. Consider training data points \( \{x_1, \ldots, x_N, x_{N+1}, \ldots, x_M\} \) where \( \{x_i\}_{i=1}^M \in \mathbb{R}^d \). The first \( N \) data points do not have labels whereas the last \( N_L = M - N \) points have been labeled with \( \{y_{N+1}, \ldots, y_M\} \) in a binary fashion. The information of the labeled samples are incorporated to the binary kernel spectral clustering by means of a regularization term which aims at minimizing the squared distance between the projections of the labeled samples and their corresponding labels [1]:
\[
\min_{w, b, \nu} \frac{1}{2} w^T w - \frac{\gamma}{2} e^T V e + \frac{\rho}{2} \sum_{m=1}^{M} (e_m - y_m)^2 \\
\text{subject to} \quad \Phi w + b 1_M = e,
\]

where \( V = D^{-1} \) is defined as previously. Using the KKT optimality conditions one can show that the solution in the dual can be obtained by solving a linear system of equations [2]. The model selection is done by using an affine combination (where the weight coefficients are positive) of a Fisher criterion and classification accuracy for labeled data.

### 3 Non-parallel semi-KSC

Suppose the training data set \( \mathcal{X} \) consists of \( M \) data points and is defined as follows:

\[
\mathcal{X} = \begin{cases} 
\{x_1, \ldots, x_N, x_{N+1}, \ldots, x_{N+\ell_1}, \ldots, x_{N+\ell_l}\} & \text{Unlabeled} (\mathcal{X}_u) \\
\{y_1, \ldots, y_N, y_{N+1}, \ldots, y_{N+\ell_1}, \ldots, y_{N+\ell_l}\} & \text{Labeled with (+1)} (\mathcal{X}_1) \\
\{y_1, \ldots, y_N, y_{N+1}, \ldots, y_{N+\ell_1}, \ldots, y_{N+\ell_l}\} & \text{Labeled with (-1)} (\mathcal{X}_2)
\end{cases}
\]

where \( \{x_i\}_{i=1}^{M} \in \mathbb{R}^d \). The target values are denoted by set \( \mathcal{Y} \) which consists of binary labels:

\[
\mathcal{Y} = \{+1, \ldots, +1, -1, \ldots, -1\}.
\]

We seek two non-parallel hyperplanes:

\[
f_1(x) = w_1^T \varphi(x) + b_1 = 0, \quad f_2(x) = w_2^T \varphi(x) + b_2 = 0,
\]

where each one is as close as possible to the points of its own class and as far as possible from the data of the other class. We formulate a non-parallel semi-supervised KSC in the primal, as the following two optimization problems [8]:

\[
\begin{align*}
\min_{w_1, b_1, e, \eta, \xi} & \quad \frac{1}{2} w_1^T w_1 + \frac{\gamma_1}{2} \eta^T \eta + \frac{\gamma_2}{2} \xi^T \xi - \frac{\gamma_3}{2} e^T D^{-1} e \\
\text{subject to} & \quad w_1^T \varphi(x_i) + b_1 = \eta_i, \quad \forall x_i \in I, \\
& \quad y_i^T w_1^T \varphi(x_i) + b_1 + \xi_i = 1, \quad \forall x_i \in II, \\
& \quad w_1^T \varphi(x_i) + b_1 = e_i, \quad \forall x_i \in \mathcal{X},
\end{align*}
\]

where \( \gamma_1, \gamma_2, \gamma_3 \in \mathbb{R}_+, b_1 \in \mathbb{R}, \eta \in \mathbb{R}^{N_1}, \xi \in \mathbb{R}^{N_2}, e \in \mathbb{R}^M, w_1 \in \mathbb{R}^b, \varphi(\cdot) : \mathbb{R}^d \rightarrow \mathbb{R}^b \) is the feature map and \( b \) is the dimension of the feature space.

\[
\begin{align*}
\min_{w_2, b_2, e, \rho, \nu} & \quad \frac{1}{2} w_2^T w_2 + \frac{\gamma_4}{2} \rho^T \rho + \frac{\gamma_5}{2} \nu^T \nu - \frac{\gamma_6}{2} e^T D^{-1} e \\
\text{subject to} & \quad w_2^T \varphi(x_i) + b_2 = \rho_i, \quad \forall x_i \in I, \\
& \quad y_i^T w_2^T \varphi(x_i) + b_2 + \nu_i = 1, \quad \forall x_i \in I, \\
& \quad w_2^T \varphi(x_i) + b_2 = e_i, \quad \forall x_i \in \mathcal{X},
\end{align*}
\]

where \( \gamma_4, \gamma_5, \gamma_6 \in \mathbb{R}_+, b_2 \in \mathbb{R}, \rho \in \mathbb{R}^{N_1}, \nu \in \mathbb{R}^{N_2}, e \in \mathbb{R}^M, w_2 \in \mathbb{R}^b, \varphi(\cdot) \) is defined as previously.

The performance of the Semi-KSC [2] and the proposed method in this paper when a linear kernel is used are shown in Fig. 1. The result of the proposed method (NP-Semi-KSC) is compared with that of Semi-KSC, Laplacian SVM (LapSVM) [9] and its recent version LapSVMp [10] recorded in [2] over some benchmark datasets for semi-supervised learning. When few labeled data points are available the proposed method shows a comparable result with respect to other methods. But as the number of labeled data points increases NP-Semi-KSC outperforms in most cases the other methods.
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Abstract: Neural networks are difficult to interpret. Extraction and visualisation of fuzzy if-then rules from neural networks can support the analysis of these black-box models. We overview existing rule-extraction and model reduction methods and propose a technique based on structural equality between sigmoid transfer function based neural networks and fuzzy systems. Visualisation is based on similarity of membership functions represented by sigmoid transfer functions. Orthogonal least squares (OLS) and merging of fuzzy sets are used for model pruning. An illustrative example is shown to demonstrate the effectiveness of the method. This simple example shows that visualization and similarity based ranking of neurons help the user to find redundant parts of the model, while OLS based ranking is useful to decide which elements can be removed without significant performance loss.
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1 Introduction

Neural networks (NNs) are efficient in nonlinear regression and classification. Main disadvantage of NNs is that they are not interpretable. Other problem is how a-priori knowledge can be utilised and integrated into this black-box modeling approach, and how a human expert can validate the identified NNs. To overcome these problems, following strategies can be used:

1. Transformation of NN. Convert NN into a more interpretable form. A good approach is to extract fuzzy if-then rules from NN [1, 2].

2. Model reduction. Overcome complexity problems with ‘importance’ determination of hidden neurons and weights, remove the insignificant ones, and/or merge the similar ones. Regularised training can also be considered as this approach.

3. Visualisation of neural network. Generate a two dimensional map of the neurons and utilise human expert to evaluate the structure.

We combine these methods into an effective tool for iterative and interactive modelling tool. The neural network is transformed into a fuzzy rule base. The fuzzy sets at the antecedent part of the rules are merged based on a similarity measure. Similarities of the rules are also calculated. These values are used as distance measure for the visualisation of the rulebase. This technique can be used as unsupervised approach for model reduction. As performance based model reduction orthogonal least squares technique is applied.

2 Model Transformation

Logistic activation function based NNs are structurally identical to a special type of fuzzy rule based model—called fuzzy additive system (FAS) [2]. In order to keep the equality relationship between the NN and a corresponding fuzzy rule-based system, a new logical operator has been presented. Using this * operator, fuzzy rules extracted from the trained NN can be represented as follows:

\[ R_j : \text{If } x_1 \text{ is } A_1^j \ast \ldots \ast \text{ } x_n \text{ is } A_n^j \text{ then } y = b_j \] (1)

where \( \ast \) represents the interactive-or or i-or: \( a \ast b = (ab)\backslash((1-a)(1-b) + ab) \) operator is used to decompose the multivariate logistic function into univariate membership functions of the rule antecedents.

3 Visualisation and model reduction

The antecedent part of the rules can be analysed based on the similarity of the membership functions, \( S_{j,t}^i \)

\[ S_{j,t}^i = \frac{A_j^i \cap A_t^i}{A_j^i \cup A_t^i} \] (2)

With this measure, pairwise similarities of hidden neurons in the range of \([0,1]\) can be obtained:

\[ S_{j,t} = \prod_i S_{j,t}^i, \text{ } i = 1, \ldots, n. \] (3)

We apply multidimensional scaling to generate a map of neurons by preserving the distances \( d_{j,t} = 1 - S_{j,t} \)
among the neurons. These maps can be effectively used to extract the hidden structure of the network and control the merging of similar neurons (membership functions). Among the most similar pairs unnecessary rules (and neurons) with low error reduction ratio should be removed. Since the consequent parameters of the rules are linear in parameters orthogonal least squares techniques can evaluate the individual contribution of the rules [3].

4 Application example

Neural networks are widely used in modelling of dynamical systems, mostly in the NARX model form,

\[ y(k + 1) = f(y(k), \ldots, y(k - n_y), u(k), \ldots, u(k - n_u)) \]

where \( y \) represents the output, \( u \) the input of the system, \( k \) stands for the discrete time instant and \( n_y \) and \( n_u \) are the input and output orders of the dynamical system. In these problems the identification of the proper model structure \( f(.) \) is extremely difficult since the performance of the model is sensitive to overparametrisation. The proposed visualisation and reduction techniques are applied to model a continuous stirred tank reactor [4], where the actual output (the pH) \( y(k + 1) \), depends on the state of the reactor (the previous pH value \( y(k) \) and the NaOH feed \( u(k) \) at the \( k \)th sample time:

\[ y(k + 1) = f(y(k), u(k)) \]  

Parameters of the neural network were identified by the back-propagation algorithm based on a uniformly distributed training data where \( F_\text{NaOH} \) is in the range of 515-525 l/min. Our experiences show that 7 neurons are sufficient in the hidden layer of the NN. Figure 1 shows the membership functions extracted from this neural network. Analysis of the mapping of the neurons (see Fig. 2.) shows that it is possible to remove one neuron since the 2nd and the 7th neurons are closer to each other. OLS based ranking indicates the 2nd rule more important. Therefore the 7th neuron can be removed model without a significant decrease in modelling performance. Result indicates outstanding performance of the reduced model even by free run simulation (The mean square error is \( 3.5 \times 10^{-3} \) for 7 neurons, and \( 3.824 \times 10^{-3} \) for 6 neurons). This simple example shows that visualization and similarity based ranking of neurons help the user to find redundant parts of the model, while OLS based ranking is useful to decide which elements of these paris could be removed without significant loss of performance.

5 Conclusion

Visualisation of hidden structure of neural networks can support iterative and interactive model reduction. Similarity of neurons is calculated based on the similarity of antecedent fuzzy sets extracted from the neural network model.
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Abstract: Recently, [3] posed an open problem on whether the Stochastic Gradient Descent (SGD) algorithm, without averaging, could achieve the optimal $O(\frac{1}{t})$ error convergence rate on strongly convex (possibly non-smooth) functions. Our work gives an affirmative answer to this question for a subclass of functions. In high dimension, challenges arise and in unifying the analyses of different optimality conditions for general strongly convex functions. We provide a subclassification scheme for these functions, using a refined definition of strong convexity and a relaxed definition of strong smoothness. We show how each definition captures the class of strongly convex functions and how we can describe the lower and upper bound on the norm of the subgradients of the function, which characterizes the difficulty of optimizing it. Our approach provides a roadmap for future work.
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Introduction

Stochastic Gradient Descent (SGD) is a simple optimization method for solving a convex program. It is the prototypical algorithm to solve online and large scale batch machine learning problems due to its simplicity and efficiency. Strongly convex functions are often adopted in learning problems to formalize a regularized objective, such as in SVM [4]. While most of the earlier work assumes twice differentiability of the function $F$, our setting follows a more general framework studied in [1, 2]: we consider the convergence rate of the last iterate returned by SGD on $F$.

Our assumptions are: 1. $F$ is $\lambda$-strongly convex and has a bounded convex domain $W$. 2. We have oracle access to an unbiased estimator of a subgradient of $F$ at any point $w$, denoted $\hat{g}$, i.e., $E[\hat{g}] \in \partial F(w)$, with $\|\hat{g}\|_2 \leq G$. That is, the norm of the subgradients are all bounded by some number $G$.

We apply SGD with the update rule: $w_{t+1} = \Pi_W(w_t - \eta_t \hat{g}_t)$, where $\Pi_W$ is the projection operator on $W$. We set the learning rate $\eta_t$ to be $\frac{c}{\sqrt{t}}$, with $c \geq 2$.

Our goal is to determine whether SGD without averaging has optimal convergence rate on strongly convex functions in terms of the expected error, $E[F(w_t) - F(w_{opt})]$. Since SGD is often used to solve problems with large datasets, this memory-free version of SGD will have an obvious advantage and should be adopted if it can be shown to simultaneously match the optimal performance of its computationally more demanding counterparts.

Results

We introduce a scheme to subclassify the strongly convex functions according to their regularity conditions at the optimum, $w_{opt}$. Previously, [1] points out that if $F$ is strongly smooth, or very “flat”, at $w_{opt}$, SGD has an optimal convergence rate. On the other hand, [3] observes that if $F$ is very “pointy” at $w_{opt}$, SGD should have a fast descent and conjecture that in this case SGD should also achieve the optimal rate. Our approach generalizes these observations: regularity condition at $w_{opt}$ determines the “shape” of $F$. Strong convexity at $w_{opt}$ implies that $F$ is more “pointy” around the optimum while strong smoothness implies $F$ is “flatter”. Thus, convexity and smoothness characterize two opposite properties of $F$. Due to our restriction that $F$ is strongly convex, it cannot become any “flatter” than a quadratic function at $w_{opt}$ until at the extreme end of strong convexity, $F$ can be linear at $w_{opt}$ in each direction. Based on this insight, we first relax the notion of local strong smoothness to local weak smoothness.

Definition 1. Let $\nu \in [0,1]$. $F$ is $(\nu, L_\nu)$-local weakly smooth, if $\exists L_\nu > 0$ s.t. $\forall w \in W$ and $\forall g(w) \in \partial F(w)$ and $\forall g(w_{opt}) \in \partial F(w_{opt})$, we have $\|g(w) - g(w_{opt})\| \leq L_\nu \|w - w_{opt}\|$.

Definition 2. $F \in H^\nu$, if $F$ is $(\nu, L_\nu)$-local weakly smooth.

The nested family of local weakly smooth functions is shown in Fig. 1. Since all strongly convex functions...
for "flatness" of the bound on containing each $H$ in our framework is contained in multiple $H$ subclassification by refined local strong convexity.

The strongly convex functions form another nested family as shown in Fig. 2, which characterizes the degree of local strong convexity, or "pointiness" of the function at $w_{\text{opt}}$ in a similar way. We emphasize that even though we use the parameters $\nu$ and $\mu$ in our analysis, we do not assume the SGD algorithm knows these parameters. Thus, our analysis does not impose additional assumptions on the strongly convex functions being studied.

Our next result confirms our intuition that if $F$ is non-differentiable at $w_{\text{opt}}$ from every direction, or $F \in S^0$, then the SGD attains the optimal convergence rate due to fast descents.

**Theorem 1.** Suppose $\exists L_0 > 0$ s.t. $\forall w_t \neq w_{\text{opt}}$, $F(w_t) - F(w_{\text{opt}}) \geq L_0 \|w_t - w_{\text{opt}}\|$. Consider SGD with step sizes $\eta_t = \frac{c}{\lambda t}$, with $c \geq 2$. For any $T > 1$, it holds that

$$E[F(w_t) - F(w_{\text{opt}})] \leq G\sqrt{M} \frac{c}{\lambda T}$$

where $M = \max \left\{ \frac{G^4}{4L^2}, 16(G + L_0)^2 \right\}$

**Future work**

Our subclassification scheme generalizes the idea that smoothness at $w_{\text{opt}}$ provides a bound on the variance of the error rate. Previous results require local strong smoothness, which corresponds to $F \in S^1 \cap H^0$. For future work, we propose only assuming local weak smoothness, or $F \in S^1 \cap \{\bigcup \nu > 0 H^\nu\}$, which subsumes local strong smoothness and varies continuously according the parameter $\nu$. Based on this scheme, future work on proving optimal convergence on the subclass of local weakly smooth functions might be developed.

**Acknowledgements:** We thank anonymous reviewers of earlier versions, for their comments used in revision.

**Fig. 2:** subclassification by refined local strong convexity

**Fig. 3:** A visualization of the superposition of the two subclassification schemes

In Fig. 3: The green ellipse represents the class of all the strongly convex functions. We proved the optimal convergence of SGD on the subset labeled $S^0$. Previous analysis showed an optimal convergence on the intersection of the green ellipse and the red circle. For future work, our proposed subclassification scheme can be used towards extending the result to all of the light green region.
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